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Abstract

We present some simple proofs of the well-known expressions for

ζ(2k) =

∞∑
m=1

1

m2k
, β(2k + 1) =

∞∑
m=0

(−1)m

(2m+ 1)2k+1
,

where k = 1, 2, 3, . . . , in terms of the Bernoulli and Euler polynomials. The computation is done
using only the defining properties of these polynomials and employing telescoping series. The
same method also yields integral formulas for ζ(2k+1) and β(2k). In addition, the method also
applies to series of type ∑

m∈Z

1

(2m− µ)s
,

∑
m∈Z

(−1)m

(2m+ 1− µ)s
,

in this case using Apostol-Bernoulli and Apostol-Euler polynomials.
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1 Introduction

Let us recall the definition of the Bernoulli and Euler polynomials, denoted by Bk(x) and Ek(x)
respectively, in terms of the power series expansion of a generating function (see e.g. [11]). Namely,

zexz

ez − 1
=

∞∑
k=0

Bk(x)
zk

k!
,

2exz

ez + 1
=

∞∑
k=0

Ek(x)
zk

k!
. (1)

These series are convergent in a neighborhood of z = 0. It is not hard to show using (1) and some
computation with Taylor series that Bk(x) and Ek(x) are monic polynomials of degree k.

Consider now Riemann’s zeta function and Dirichlet’s beta function, defined by the series

ζ(s) =
∞∑

m=1

1

ms
, β(s) =

∞∑
m=0

(−1)m

(2m+ 1)s
, (2)

for complex s with Re(s) > 1. Both may be analytically continued to the complex plane, although
we are only interested in integer s ≥ 2, so that we do not have to worry about this. The values

ζ(2k) =
∞∑

m=1

1

m2k
, β(2k + 1) =

∞∑
m=0

(−1)m

(2m+ 1)2k+1
,

may be expressed as follows in terms of the Bernoulli numbers B2k := B2k(0) (or B2k(1), which is
the same) and the Euler numbers E2k := 22kE2k(1/2) (note that apart from the factor of 22k, in
the Euler case the evaluation is at 1/2, not at 0). The exact formulas are:

ζ(2k) =
(−1)k−122k−1π2k

(2k)!
B2k, k = 1, 2, 3, . . . , (3)

β(2k + 1) =
(−1)kπ2k+1

22k+2(2k)!
E2k, k = 0, 1, 2, . . . . (4)

These kinds of expressions have had great historical relevance. Euler was the first to prove (3),
in 1740, thus showing that ζ(2k) is always a rational multiple of π2k. As for evaluation at odd
positive integers, i.e. the values ζ(2k+1), this is much more mysterious and little is known about its
arithmetical nature. In fact, the only established fact remains that ζ(3) is irrational, as proved by
Apéry in 1979. In the case of the Dirichlet beta function, the reverse holds: (4) expresses β(2k+1)
as a rational multiple of π2k+1, but there are no known similar formulas for β(2k).

Throughout the years, many different proofs for (3) and (4) have been found, varying in com-
plexity and technical background necessary for their understanding. From the purpose of making
them widely accessible, the ideal situation would be to be able to give simple, easy to under-
stand proofs which are self-contained and do not use advanced machinery that one would need
to study previously. A sample of various proofs, some of them only for ζ(2), may be found
in [1, 3, 4, 8, 12, 13, 15, 18, 23] and the bibliographies within those sources.

Many proofs of the formulas use the method of residues, or infinite products, or the pointwise
convergence of Fourier series, which place them outside the scope of first year math students. For
example, let us assume that we know how to write Bernoulli and Euler polynomials in terms of
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trigonometric series, which were found by Adolf Hurwitz in 1890 (see [11, § 24.8(i)]). For even
indices, we have

B2k(x) =
2(−1)k−1(2k)!

(2π)2k

∞∑
m=1

cos(2πmx)

m2k
, x ∈ [0, 1], k ≥ 1. (5)

Now (3) is obtained immediately by setting x = 0. On the other hand, the corresponding Hurwitz
expansion of the Bernoulli polynomials of odd index is

B2k+1(x) =
2(−1)k−1(2k + 1)!

(2π)2k+1

∞∑
m=1

sin(2πmx)

m2k+1
, x ∈ [0, 1], k ≥ 1 (6)

(also valid for k = 0 and 0 < x < 1). Now, however, (6) is not useful for evaluating ζ(2k + 1);
for instance, if we take x = 0 we only get the trivial expansion 0 = 0. In the same way, the Euler
polynomials satisfy

E2k(x) =
4(−1)k(2k)!

π2k+1

∞∑
m=0

sin((2m+ 1)πx)

(2m+ 1)2k+1
, x ∈ [0, 1], k ≥ 1; (7)

E2k−1(x) =
4(−1)k(2k − 1)!

π2k

∞∑
m=0

cos((2m+ 1)πx)

(2m+ 1)2k
, x ∈ [0, 1], k ≥ 1. (8)

Here (4) arises from (7) with x = 1/2, but (8) with x = 1/2 gives 0 = 0. The Hurwitz expansions
(5)–(8) are Fourier expansions in terms of the usual trigonometric basis, and they can be easily
obtained using standard methods for orthogonal systems, provided we quote the appropriate the-
orems for the pointwise convergence of Fourier series (they can also be obtained using the residue
theorem, although this requires a course in complex analysis). We cannot avoid this background if
we want to prove (3) and (4) as immediate consequences of the Hurwitz expansions.

No such theoretical background is needed for summing a telescoping series, whose convergence
is usually straightforward to check. For example, the series

∑∞
n=1 1/(n

2 +n) is much easier to sum
than

∑∞
n=1 1/n

2, since the partial fraction decomposition 1/(n2 + n) = 1/n − 1/(n + 1) gives rise
to a telescoping series.

In [7] it is shown how to compute the value ζ(2) = π2/6 by means of a telescoping series, and
in [9] this is done for all the values ζ(2k). The goal of this note is to give a similar procedure
for computing β(2k + 1) by means of telescoping series; the idea is similar to the one on [9] but,
perhaps surprisingly, the fine tuning at some points is rather different.

The proof we shall give only requires the use of Taylor series, without needing any additional
knowledge of real or complex analysis. Since the Bernoulli and Euler numbers are frequently
defined by means of generating functions which are Taylor series, it is natural to start from this
basic requirement. Of course, there are other alternative ways to define them (see [10] for example).
Thus, the aim of this paper is not to present new results, but rather to show how to sum certain
series without invoking higher mathematics. As far as we know, the methods we use to achieve this
are in fact new.

For completeness, and to be able to easily compare the techniques, we will also include the proof
of (3) that appears in our previous paper [9] (and also in the textbook [24, § 6.9]). In addition, we
also study series similar to (2), namely∑

m∈Z

1

(2m− µ)s
,

∑
m∈Z

(−1)m

(2m+ 1− µ)s
, (9)
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where the parameter µ is related to the parameter λ in the generating functions

zezx

λez − 1
=

∞∑
k=0

Bk(x;λ)
zk

k!
,

2ezx

λez + 1
=

∞∑
k=0

Ek(x;λ)
zk

k!

which are used to define the Apostol-Bernoulli polynomials Bk(x;λ) (they were introduced by
Apostol in 1951 in [5, 6]) and the Apostol-Euler polynomials Ek(x;λ).

For the series which involve the Apostol-Bernoulli and Apostol-Euler polynomials, we will use
complex exponentials rather than trigonometric functions, via Euler’s formula eiθ = cos θ + i sin θ,
con θ ∈ R. As is well-known, this tends to simplify calculations, as it happens often enough that
the most efficient way of proving trigonometric identities is via conversion to complex exponentials.
As far as Taylor series are concerned, the only difference is that now we use a complex variable and
the domain of convergence is a complex disc rather than a real interval. However, a little care must
be taken in manipulating the series related to Apostol-Bernoulli and Apostol-Euler polynomials,
which may require a little more advanced knowledge, specifically regarding term-by-term limits and
differentiation of infinite series of functions.

The organization of this paper is as follows. In Section 2, we list some properties of Bernoulli
and Euler polynomials that will be useful in Sections 3 and 4. In Section 3 we prove (3) by using
a telescoping series. In Section 4 we prove (4), using a similar method but with enough differences
to warrant attention. In Section 5 we give some properties of Apostol-Bernoulli and Apostol-Euler
polynomials. In fact, these two families are essentially the same except for a change of variable in
the parameter λ, so in the last sections we will only use Apostol-Euler polynomials. In Section 6 we
compute the series (9)(RHS) for s = k = 1, 2, . . . in terms of Apostol-Euler polynomials evaluated
at x = 1/2. Section 7 we prove the expansion of 1/ sin2(x) as an infinite sum of partial fractions, a
result that will be used in Section 8. In Section 8 we compute the series (9)(LHS) for s = k = 2, 3, . . .
in terms of Apostol-Euler polynomials evaluated at x = 1.

Remark 1. Another pair of functions related to the Riemann zeta function and also having a
proper name are the Dirichlet eta and lambda functions, defined respectively by

η(s) =
∞∑

m=1

(−1)m−1

ms
, λ(s) =

∞∑
m=0

1

(2m+ 1)s
.

It is easily checked that η(s) = (1−21−s)ζ(s) and λ(s) = (1−2−s)ζ(s), so that determining formulas
for their values reduces to the case of ζ(s).

2 Some basic properties of the Bernoulli and Euler polynomials

Starting from the definition (1) via generating functions and keeping in mind the uniqueness of
power series representations, it is easy to prove many properties of the Bernoulli polynomials. We
limit ourselves to those which we will actually need for our purpose. The literature contains a vast
list of identities and properties (see for example [11]).

To begin with, multiplication of (1)(LHS) by (ex − 1)/x leads to

xn =
1

n+ 1

n∑
k=0

(
n+ 1

k

)
Bk(x), n = 0, 1, 2, . . . .
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This shows that B0(x) = 1 and allows us to recursively compute Bk(x), proving by induction that
Bk(x) is a polynomial of degree k. The first few Bernoulli polynomials are

B0(x) = 1, B1(x) = x− 1

2
, B2(x) = x2 − x+

1

6
.

Differentiating (1)(LHS) with respect to x and comparing z-coefficients, we obtain

B′
k(x) = kBk−1(x), k ≥ 1. (10)

Another property which can be deduced from (1) is the symmetry relation

Bk(1− x) = (−1)kBk(x), k ≥ 0. (11)

Once the Bernoulli polynomials have been introduced, the Bernoulli numbers may be defined
by Bk = Bk(0) (equivalently, by setting x = 0 in the generating function (1)). It is easily checked
that x/(ex− 1)+x/2 is an even function, hence only even powers appear in its Taylor series. From
this we see that B1 = −1/2 and B2k+1 = 0 for all k ∈ N. Using (11) we conclude that

B2k+1(1) = B2k+1(0) = 0, k ≥ 1. (12)

It is also true by (11) that B2k(1) = B2k(0), but these are nonzero. In any case, by (10) we have∫ 1

0
Bk(x) dx =

1

k + 1
(Bk+1(1)−Bk+1(0)) = 0, k ≥ 1. (13)

The Euler polynomials have quite similar properties, which one may arrive at in essentially the
same way as we have described for Bernoulli polynomials, in this case starting from (1). The first
few Euler polynomials are

E0(x) = 1, E1(x) = x− 1

2
, E2(x) = x2 − x.

They satisfy
E′

k(x) = kEk−1(x), k ≥ 1, (14)

and
E2k(0) = E2k(1) = 0, k ≥ 1.

3 The value of ζ(2k) using B2k(x)

Let us start with some auxiliary integrals:

Lemma 2. For k ≥ 0 and m ≥ 1, let

Ik,m =

∫ 1

0
B2k(x) cos(mπx) dx.

Then

Ik,m =

0, m = 1, 3, 5, . . . ,

(−1)k−1(2k)!

m2kπ2k
, m = 2, 4, 6, . . . .

(15)
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Proof. Begin by noting that

I0,m =

∫ 1

0
cos(mπx) dx = 0, m = 1, 2, 3, . . . .

For k ≥ 1, integrate by parts twice, applying (10) both times. Since sin(mπx) vanishes at t = 0
and t = 1, we obtain

Ik,m =

∫ 1

0
B2k(x) cos(mπx) dx

=
1

mπ

(
B2k(x) sin(mπx)

)∣∣∣1
x=0

− 2k

mπ

∫ 1

0
B2k−1(x) sin(mπx) dx

= 0− 2k

mπ

∫ 1

0
B2k−1(x) sin(mπx) dx

=
2k

m2π2

(
B2k−1(x) cos(mπx)

)∣∣∣1
x=0

− 2k(2k − 1)

m2π2

∫ 1

0
B2k−2(x) cos(mπx) dx.

For k = 1, the two polynomials on the last line are B1(x) = x − 1/2 and B0(x) = 1, which yields
the special case

I1,m =

∫ 1

0
B2(x) cos(mπx) dx

=
2

m2π2

(
(x− 1/2) cos(mπx)

)∣∣∣1
x=0

− 2

m2π2

∫ 1

0
cos(mπx) dx

=

0, m = 1, 3, 5, . . . ,
2

m2π2
, m = 2, 4, 6, . . . .

For k ≥ 2, on the other hand, B2k−1(x) vanishes at t = 0 and t = 1 (by (12)), from which we obtain
the recurrence relation

Ik,m = −2k(2k − 1)

m2π2
Ik−1,m, k ≥ 2,

and an easy induction in k yields (15).

On our way to summing
∑∞

n=1 1/n
2k, we shall also need the following trigonometric identity

cos(mt) =
sin(2m+1

2 t)− sin(2m−1
2 t)

2 sin( t2)
, (16)

which can be proved by elementary trigonometry. It will be used to obtain a telescoping series.
We also note the following lemma which will be used several times.

Lemma 3. Let f be a continuously differentiable function on [0, 1]. Then

lim
R→∞

∫ 1

0
f(x) sin(Rx) dx = 0.
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Proof. Integrating by parts,∫ 1

0
f(x) sin(Rx) dx = −cos(R)

R
f(1) +

1

R
f(0) +

∫ 1

0
f ′(x)

cos(Rx)

R
dx.

Since f ′(x) is bounded, as is the cosine of course, each term tends to 0 when R → ∞, hence so
does their sum.

Keeping the previous facts in mind, we turn to the main result of this section.

Theorem 4 (Euler, 1740). For every positive integer k we have

ζ(2k) =
∞∑
n=1

1

n2k
=

(−1)k−1(2π)2k

2(2k)!
B2k, (17)

where B2k are the Bernoulli numbers of even index.

Proof. To have polynomials that vanish at x = 0 (the reason is made clear below), let b2k(x) =
B2k(x)−B2k(0) and take

I ′k,m =

∫ 1

0
b2k(x) cos(mπx) dx =

∫ 1

0
(B2k(x)−B2k) cos(mπx) dx, k ≥ 0, m ≥ 1.

Since
∫ 1
0 cos(mπx) dx = 0 for every positive integer m, it is clear that I ′k,m = Ik,m, so again

I ′k,m =

0, m = 1, 3, 5, . . . ,

(−1)k−1(2k)!

m2kπ2k
, m = 2, 4, 6, . . . .

Using that I ′k,2m+1 = 0 for every m, applying the trigonometric identity (16) and canceling
terms in the resulting telescoping series, we have

(−1)k−1(2k)!

π2k

∞∑
m=1

1

(2m)2k
=

∞∑
m=1

I ′k,2m =

∞∑
m=1

I ′k,2m +

∞∑
m=0

I ′k,2m+1

=
∞∑

m=1

I ′k,m =
∞∑

m=1

∫ 1

0
b2k(x) cos(mπx) dx

= lim
N→∞

N∑
m=1

(∫ 1

0
b2k(x)

sin(2m+1
2 πx)

2 sin(πx2 )
dx−

∫ 1

0
b2k(x)

sin(2m−1
2 πx)

2 sin(πx2 )
dx

)

= lim
N→∞

∫ 1

0
b2k(x)

sin(2N+1
2 πx)

2 sin(πx2 )
dx−

∫ 1

0
b2k(x)

sin(πx2 )

2 sin(πx2 )
dx.

Let us look closely at the last line. We begin by checking that

lim
N→∞

∫ 1

0
b2k(x)

sin(2N+1
2 πx)

2 sin(πx2 )
dx = 0. (18)
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Indeed, the function

f(x) =
b2k(x)

2 sin(πx2 )
, x ∈ (0, 1],

extends by continuity to x = 0 (note that b2k(0) = 0 so that b2k(x) is divisible by x) and is
continuously differentiable on [0, 1]. Setting R = (2N + 1)π/2, Lemma 3 implies (18).

Using (13) and recalling that B2k(0) = B2k, the value of the last integral is∫ 1

0
b2k(x)

sin(πx2 )

2 sin(πx2 )
dx =

1

2

∫ 1

0
(B2k(x)−B2k) dx = −1

2

∫ 1

0
B2k dx = −B2k

2
.

Thus, finally

(−1)k−1(2k)!

22kπ2k

∞∑
m=1

1

m2k
= 0 +

B2k

2

and we have proved Euler’s formula for ζ(2k).

Readers familiar with Fourier series will have recognized that the integrals Ik,2m evaluated in
Lemma 2 are the Fourier coefficients of the even index Bernoulli polynomials B2k(x), whose Fourier
series is (5). As we have mentioned in the introduction, the Fourier series yields a quick proof of
(17), the drawback being that one would need to introduce Fourier series and in particular their
pointwise convergence. The proof presented in Theorem 4 only uses a telescoping series which is
easy to sum and avoids all but the basic theory of the convergence of infinite series.

It is also worth noting that Lemma 3 is the special case for continuously differentiable functions
of the Riemann-Lebesgue lemma, whose proof only requires one-variable calculus.

Remark 5. It is tempting to ask ourselves if the above method, or a similar one, can be used to
gain some insight into the values ζ(2k + 1). The answer is a (very) qualified “yes”. If we take

Jk,m =

∫ 1

0
B2k+1(x) sin(mπx) dx

and proceed as in Lemma 2, we obtain

Jk,m =

0, m = 1, 3, 5, . . . ,

(−1)k−1(2k + 1)!

m2k+1π2k+1
, m = 2, 4, 6, . . . .

Using the corresponding trigonometric identity

sin(mt) = −
cos(2m+1

2 t)− cos(2m−1
2 t)

2 sin( t2)
,

and continuing as in the proof of Theorem 4, does indeed yield a telescoping series. The limit in
N is still null by Lemma 3, but the final integral is not elementary. The final result is

ζ(2k + 1) =
(−1)k−122kπ2k+1

(2k + 1)!

∫ 1

0
B2k+1(x)

cos(πx2 )

sin(πx2 )
dx, k = 1, 2, 3, . . . .

Thus the series
∑∞

n=1 1/n
2k+1 is transformed into an integral, the nature of its value remaining

elusive.
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4 The sum of the alternating series β(2k + 1) using E2k(x)

Once again, we begin with some auxiliary integrals.

Lemma 6. For k ≥ 0 and m ≥ 1, let

Ik,m =

∫ 1

0
E2k(x) sin(mπx) dx.

Then

Ik,m =


2(−1)k(2k)!

m2k+1π2k+1
, m = 1, 3, 5, . . . ,

0, m = 2, 4, 6, . . . .
(19)

Remark 7. It is easy to verify that the integrals Ik,2m =
∫ 1
0 E2k(x) sin(2mπx) dx are all zero for

m ≥ 1; however, as opposed to what happens in the proof of Theorem 4 in the case of the Riemann
zeta function, these integrals do not appear in the present proof.

Proof. For k = 0 we can immediately compute

I0,m =

∫ 1

0
sin(mπx) dx = −(−1)m − 1

mπ
=

{
2/(mπ), m = 1, 3, 5, . . . ,

0, m = 2, 4, 6, . . . .

For k ≥ 1, we integrate by parts twice, applying (14) at each step. Since E2k(x) vanishes at t = 0
and t = 1, as does sin(mπx), we obtain

Ik,m =

∫ 1

0
E2k(x) sin(mπx) dx

=
−1

mπ

(
E2k(x) cos(mπx)

)∣∣∣1
x=0

+
2k

mπ

∫ 1

0
E2k−1(x) cos(mπx) dx

= 0 +
2k

mπ

∫ 1

0
E2k−1(x) cos(mπx) dx

=
2k

m2π2

(
E2k−1(x) sin(mπx)

)∣∣∣1
x=0

− 2k(2k − 1)

m2π2

∫ 1

0
E2k−2(x) sin(mπx) dx

= 0− 2k(2k − 1)

m2π2

∫ 1

0
E2k−2(x) sin(mπx) dx = −2k(2k − 1)

m2π2
Ik−1,m.

This proves (15) by induction in k.

Our technique for summing
∑∞

m=0(−1)m/(2m + 1)2k+1 uses the Euler polynomials, as well as
the trigonometric identity

sin((2m+ 1)t) =
sin((2m+ 2)t) + sin(2mt)

2 cos(t)
, (20)

which is again easy to prove by basic trigonometry, and will allow us to transform
∑∞

m=0(−1)m/(2m+
1)2k+1 into a telescoping series.
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We also need the Taylor series of the arctangent,

arctan(t) =

∞∑
m=0

(−1)m

2m+ 1
tm, −1 < t ≤ 1. (21)

In particular,
∑∞

m=0(−1)m/(2m+ 1) = arctan(1) = π/4. Since β(1) =
∑∞

m=0(−1)m/(2m+ 1) and
E0 = 1, this proves the case k = 0 of (4). Thus from now on we may assume that k ≥ 1. Note that
in the proof of Theorem 4 we did not need to use (21) or any similar expression.

With the setup complete, we turn to the main result of this section.

Theorem 8. For each positive integer k, we have

β(2k + 1) =
∞∑

m=0

(−1)m

(2m+ 1)2k+1
=

(−1)kπ2k+1

22k+2(2k)!
E2k, (22)

where E2k = 22kE2k(1/2) denotes the Euler numbers of even index.

Proof. Let e2k(x) = E2k(x)− E2k(1/2). Since∫ 1

0
E2k(1/2) sin((2m+ 1)πx) dx =

2E2k(1/2)

(2m+ 1)π
,

we have

I ′k,2m+1 :=

∫ 1

0
e2k(x) sin((2m+ 1)πx) dx = Ik,2m+1 −

2E2k(1/2)

(2m+ 1)π
.

Now, by (19),

2(−1)k(2k)!

π2k+1

∞∑
m=0

(−1)m

(2m+ 1)2k+1
=

∞∑
m=0

(−1)mIk,2m+1

=
∞∑

m=0

(−1)mI ′k,2m+1 +
2E2k(1/2)

π

∞∑
m=0

(−1)m

2m+ 1
.

We already know that
∑∞

m=0
(−1)m

2m+1 = π/4, so let us take a look at
∑∞

m=0(−1)mI ′k,2m+1.
Applying the trigonometric identity (20) and canceling terms in the resulting telescoping series,

we obtain the following (note that the denominator cos(πx) only vanishes at x = 1/2, where e2k(x)
does so as well):

∞∑
m=0

(−1)mI ′k,2m+1 =
∞∑

m=0

(−1)m
∫ 1

0
e2k(x) sin((2m+ 1)πx) dx

= lim
N→∞

N∑
m=0

(−1)m

(∫ 1

0
e2k(x)

sin((2m+ 2)πx)

2 cos(πx)
dx+

∫ 1

0
e2k(x)

sin(2mπx)

2 cos(πx)
dx

)

= lim
N→∞

N∑
m=0

(
(−1)m

∫ 1

0
e2k(x)

sin((2m+ 2)πx)

2 cos(πx)
dx− (−1)m−1

∫ 1

0
e2k(x)

sin(2mπx)

2 cos(πx)
dx

)

= lim
N→∞

(−1)N
∫ 1

0
e2k(x)

sin((2N + 2)πx)

2 cos(πx)
dx+

∫ 1

0
e2k(x)

sin(0 · πx)
2 cos(πx)

dx.

10



The last term is obviously null.
Let us check that

lim
N→∞

∫ 1

0
e2k(x)

sin((2N + 2)πx)

2 cos(πx)
dx = 0.

The function

f(x) =
e2k(x)

2 cos(πx)
, x ∈ [0, 1] \ {1/2},

extends by continuity to x = 1/2 (recall that e2k(0) = 0) and is continuously differentiable on [0, 1].
Setting R = (2N + 2)π and applying Lemma 3 we conclude that the limit as N → ∞ is also 0.

Thus we have proved that

2(−1)k(2k)!

π2k+1

∞∑
m=0

(−1)m

(2m+ 1)2k+1
= 0 + 0 +

2E2k(1/2)

π

π

4
,

hence

β(2k + 1) =
(−1)kπ2k+1

2(2k)!

E2k(1/2)

2
=

(−1)kπ2k+1E2k

22k+2(2k)!
,

which concludes the proof.

As in the proof of the formula for ζ(2k), this method contains thinly disguised Fourier analysis.
The integrals Ik,2m+1 evaluated in Lemma 6 are the Fourier coefficients of the even index Euler
polynomials E2k(x), whose Fourier series is (7). Evaluating this series at x = 1/2 yields (22)
immediately, but our proof does not require any knowledge of this, as again a convenient telescoping
series may be found that achieves what we want.

Remark 9. What happens if we use this method to try to evaluate β(2k)? The situation is
analogous to what happened with ζ(2k + 1). Taking

Jk,m =

∫ 1

0
E2k+1(x) cos(mπx) dx

and proceeding as in Lemma 6 we obtain

Jk,m =

0, m = 0, 2, 4, 6 . . . ,

2(−1)k−1(2k + 1)!

m2k+2π2k+2
, m = 1, 3, 5, . . . .

Using the analogous trigonometric identity

cos((2m+ 1)t) =
cos((2m+ 2)t) + cos(2mt)

2 cos(t)
,

and continuing as in the proof of Theorem 8, also yields a telescoping series, with null limit in N ,
but the remaining integral is not elementary. The analogous formula is

β(2k + 2) =
(−1)k−1π2k+2

4(2k + 1)!

∫ 1

0

E2k+1(x)

cos(πx)
dx, k = 0, 1, 2, . . . ,

but again, this does not provide immediate information about these values.
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5 Apostol-Bernoulli and Apostol-Euler polynomials

Our aim now is to study series of a more general form than (2). We add a real parameter µ ∈ R
and consider the series (9). A few remarks are in order. First, we can avoid values of µ that
lead to the vanishing of a denominator in the general term of the series, or we can suppress the
unique summand where that happens. Note also that the index of summation in (9) runs over the
complete set of integers Z, not just over N, as was the case with (2). Straightforward manipulation
transforms a series of type (9) into one where the index of summation runs over N, especially in
easy cases such as µ = 0 or in general µ ∈ Z, removing the summand where a denominator vanishes.
In particular this shows that the series in (2) are special cases of those in (9). We will not go into
more detail on these points at the moment.

Just as we used Bernoulli and Euler polynomials to some the series (2), we shall now use
Apostol-Bernoulli and Apostol-Euler polynomials to sum (9). We recall that these polynomials are
defined respectively by

zexz

λez − 1
=

∞∑
k=0

Bk(x;λ)
zk

k!
, λ ∈ C,

and
2ezx

λez + 1
=

∞∑
k=0

Ek(x;λ)
zk

k!
, λ ∈ C \ {−1}. (23)

The case λ = 0 is trivial and will not be considered, while for λ = 1 the Apostol-Bernoulli polyno-
mials Bk(x; 1) coincide with the Bernoulli polynomials Bk(x), and the Apostol-Euler polynomials
Ek(x; 1) are the Euler polynomials Ek(x).

In addition, it follows easily from the definition that

Ek(x;λ) = − 2

k + 1
Bk+1(x;−λ); (24)

so that it can be said that these are basically the same polynomial family except for a sign change
in the parameter, a shift in the index, and a scaling factor. Apparently, even though (24) is not
hard to discover, no one seems to have done so before [19]; more details are given in [22].

In any case, it suffices to consider either only Bk(x;λ) or only Ek(x;λ) . Now, excepting the
case λ = 1, Bk(x;λ) has degree k − 1, so it is more convenient to use Ek(x;λ) which has degree k.

It is important to note that (23) is not well-defined for λ = −1, since 2ezx/(−ez + 1) has a
pole at z = 0 and hence does not have a Taylor expansion (one would need to talk about Laurent
expansions). Thus we can’t simply study the case Bk(x; 1) using Ek(x;−1). This is not a problem
since Bk(x; 1) = Bk(x) has already been dealt with in Section 3.

Although our goal now is to evaluate series of the type (9) using only the definitions of the
corresponding polynomials via generating functions and coming up with a suitable telescoping
series, we may point out that the Apostol-Bernoulli and Apostol-Euler polynomials have Fourier
series expansions similar to those of the Bernoulli and Euler polynomials. Indeed (see [19]), the
Fourier series of the Apostol-Bernoulli polynomials is

Bk(x;λ) = −δk(x;λ)−
k!

λx

∑
m∈Z\{0}

e2πimx

(2πim− log λ)k
, 0 < x < 1,

12



where δk(x;λ) = 0 or (−1)kk!

λx logk λ
according as λ = 1 or λ ̸= 1. The case λ = 1 corresponds to the

Bernoulli polynomials. Since we will only consider the case λ ̸= 1, we can rewrite it as

Bk(x;λ) = −k!
∑
m∈Z

e(2πim−log λ)x

(2πim− log λ)k
, 0 < x < 1. (25)

The corresponding Fourier series of the Apostol-Euler polynomials is

Ek(x;λ) =
2 · k!
λx

∑
m∈Z

e(2m+1)πix

((2m+ 1)πi− log λ)k+1

= 2 · k!
∑
m∈Z

e((2m+1)πi−log λ)x

((2m+ 1)πi− log λ)k+1
, 0 < x < 1,

(26)

with λ = 1 corresponding to the Euler polynomials.
In order to link the polynomials with parameter λ to the series with parameter µ we need to

let λ = eiµ, so that log λ = iµ, with µ ∈ R.
As was the case before, determining the values of the series (9) reduces to substituting a specific

value of x in the above Fourier series. To reiterate, although we mention this as motivation, our
procedure is to avoid this by finding elementary methods based on telescoping series.

The Apostol-Bernoulli and Apostol-Euler polynomials satisfy a number of properties similar
to those of the Bernoulli and Euler polynomials, some of which were used in Section 2. Indeed,
these are all examples of Appell sequences, which satisfy a number of universal relations (see
[19, 20, 21, 22]). For example,

d

dx
Ek(x;λ) = kEk−1(x;λ).

Instead of making a list of properties here to be used later on, we will introduce them as needed.

6 Apostol-Euler polynomials to sum an “alternating series”

Setting λ = eµi, µ ∈ R, we want to find a closed formula for the sum

Z(k;µ) :=
∑
m∈Z

(−1)m

((2m+ 1)π − µ)k+1
, (27)

in terms of the Apostol-Euler polynomials Ek(x;λ). We have to avoid λ = −1, where they are not
defined, so that we cannot take µ = π nor in general µ = (2l + 1)π with l ∈ Z; this also avoids
vanishing denominators in the series. Without loss of generality, we can assume that µ ∈ (−π, π).

The aim of this section is to prove the following result:

Theorem 10. For µ ∈ (−π, π) and k = 0, 1, 2, . . . , we have

Z(k;µ) =
∑
m∈Z

(−1)m

((2m+ 1)π − µ)k+1
=

1

2 · k!
ikeiµ/2Ek(1/2; eiµ), (28)

where Ek(x;λ) are the Apostol-Euler polynomials.
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For Apostol-Bernoulli polynomials, [19, Proposition 1] shows that for any λ ∈ C \ {0, 1}, m ∈ Z
and k ∈ N, we have ∫ 1

0
λxBk(x;λ)e

−2πimx dx = − k!

(2πim− log λ)k
.

Of course, behind the scenes, we are really calculating the Fourier coefficients in (25), but we do
not need to know this since we are purposefully avoiding Fourier analysis.

Similarly, for the Apostol-Euler polynomials (we are now computing the Fourier coefficients
in (26), but we do not need to know it), we have the following.

Proposition 11. For any λ ∈ C \ {0,−1}, m ∈ Z and k ∈ N ∪ {0}, we have

Ik,m :=

∫ 1

0
λxEk(x;λ)e−(2m+1)πix dx =

2 · k!
((2m+ 1)πi− log λ)k+1

. (29)

Proof. Fixing m, we use induction on k. One easily checks the case k = 0, noting that E0(x;λ) =
2/(1 + λ). Let k ≥ 1. Assuming (29) is true for k − 1, integrate it by parts, using the derivative
formula E ′

k(x;λ) = kEk−1(x;λ) to obtain∫ 1

0
λxEk(x;λ)e−(2m+1)πix dx =

λEk(1;λ) + Ek(0;λ)
(2m+ 1)πi− log λ

+
2 · k!

((2m+ 1)πi− log λ)k+1
.

The proof is concluded by checking that λEk(1;λ) + Ek(0;λ) = 0 for k ≥ 1. This follows from

g(x, λ, z)
def
=

2exz

λez + 1
=

∞∑
k=0

Ek(x;λ)
zk

k!

noting that λg(1, λ, z) + g(0, λ, z) = 2.

Now, let us prove Theorem 10, proceeding as in the proof of Theorem 8 (we will not repeat all
the details). Using the notation in (29), we have

2 · k!
ik+1

Z(k;µ) =
∑
m∈Z

(−1)mIk,m.

Define ek(x;λ) = Ek(x;λ)− Ek(1/2;λ), so that ek(1/2;λ) = 0. Note that∫ 1

0
λxEk(1/2;λ)e−(2m+1)πix dx = Ek(1/2;λ)

∫ 1

0
e(−(2m+1)π+µ)ix dx

= Ek(1/2;λ)
e(−(2m+1)π+µ)ix

(−(2m+ 1)π + µ)i

∣∣∣∣1
x=0

= Ek(1/2;λ)
e−πi+µi − 1

(−(2m+ 1)π + µ)i

= Ek(1/2;λ)
−λ− 1

(−(2m+ 1)π + µ)i
=

(1 + λ)Ek(1/2;λ)
((2m+ 1)π − µ)i

,

hence

I ′
k,m :=

∫ 1

0
λxek(x;λ)e

−(2m+1)πix dx = Ik,m +
(1 + λ)Ek(1/2;λ)
(2m+ 1)π − µ

i.

14



Thus we have

2 · k!
ik+1

Z(k;µ) =
∑
m∈Z

(−1)mIk,m

=
∑
m∈Z

(−1)mI ′
k,m − (1 + λ)Ek(1/2;λ)i

∑
m∈Z

(−1)m

(2m+ 1)π − µ
.

We need to evaluate
∑

m∈Z
(−1)m

(2m+1)π−µ . To do so, consider instead

∑
m∈Z

(−1)m

(2m+ 1)π − µ
x(2m+1)π−µ,

which plays a role analogous to (21). Separating the sum into positive (m ≥ 0) and negative (m ≤
−1) powers, we obtain two series which when differentiated term-by-term yield geometric series
which are easily summed. Now, integrating term-by-term (adequately choosing the integration
constants) and letting x = 1, we arrive at∑

m∈Z

(−1)m

(2m+ 1)π − µ
=

1

4

(
cot

(
µ+ π

4

)
− cot

(
µ− π

4

))
= sin

(µ
2

)
csc(µ) =

1

2
sec
(µ
2

)
=

1

2 cos(µ/2)
.

Now, we need to find a telescoping series that allows us to sum∑
m∈Z

(−1)mI ′
k,m =

∑
m∈Z

(−1)m
∫ 1

0
λxek(x;λ)e

−(2m+1)πix dx.

To do this, it suffices to observe that

e−(2m+2)πix + e−(2m)πix = e−(2m+1)πix(e−πix + eπix) = e−(2m+1)πix · 2 cos(πx),

hence

e−(2m+1)πix =
e−(2m+2)πix

2 cos(πx)
+

e−(2m)πix

2 cos(πx)
. (30)

This achieves exactly what we need thanks to the alternating sign (−1)m. Furthermore, the de-
nominator cos(πx) vanishes at x = 1/2 which is also where ek(x;λ) vanishes, just as we want.
Moreover, the sum of the series

∑
m∈Z(−1)mI ′

k,m is 0, as can be seen by again applying the “weak”
version of the Riemann-Lebesgue lemma (Lemma 3) that we also used in Theorems 4 and 8.

Putting everything together, we obtain

2 · k!
ik+1

Z(k;µ) = −(1 + λ)Ek(1/2;λ)i
∑
m∈Z

(−1)m

(2m+ 1)π − µ
=

−(1 + λ)Ek(1/2;λ)i
2 cos(µ/2)

,

and so

Z(k;µ) =
(1 + λ)Ek(1/2;λ)
4 · k! cos(µ/2)

ik =
λ−1/2 + λ1/2

4 · k! cos(µ/2)
ikλ1/2Ek(1/2;λ).

Moreover, λ−1/2 + λ1/2 = e−µi/2 + eµi/2 = 2 cos(µ/2), so we have proved Theorem 10.
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6.1 Another expression for the sum

As desired, Theorem 10 gives the value of Z(k,m) in terms of the Apostol-Euler polynomials. But
µ is assumed real while the sum in Theorem 10 has complex coefficients. It is interesting to try to
find an alternative formula avoiding complex numbers. With this in mind, we have the following:

Lemma 12. Let Ek(x;λ) denote the Apostol-Euler polynomials as defined in (23), with λ = eiµ,
µ ∈ (−π, π). Then

Ek(µ) := ikeiµ/2Ek(1/2; eiµ), k = 0, 1, 2, . . . ,

is always a real number. In fact, the values Ek(µ) may be computed via the generating function

1

cos(w/2)
=

∞∑
k=0

Ek(µ)
(w − µ)k

k!
, |w − µ| < min |µ± π| (31)

and hence

Ek(µ) =
dk

dµk

(
1

cos(µ/2)

)
.

Proof. Multiply both sides of (23) (with λ = eiµ) by eiµ/2, set x = 1/2 and z = is. Then we have

2e(s+µ)i/2

e(s+µ)i + 1
=

∞∑
k=0

Ek(µ)
sk

k!
.

Substituting w = s+ µ, this becomes

2ewi/2

ewi + 1
=

∞∑
k=0

Ek(µ)
(w − µ)k

k!
,

and the result follows if we show that 2ewi/2/(ewi + 1) is real when w is. This is easy:

2ewi/2

ewi + 1
=

2

e−wi/2(ewi + 1)
=

2

ewi/2 + e−wi/2
=

1

cos(w/2)
,

using Euler’s formula cos θ = (eiθ + e−iθ)/2.

Then, as a consequence of Theorem 10 and Lemma 12, we have the following:

Corollary 13. For µ ∈ (−π, π) and k = 0, 1, 2, . . . , we have

Z(k;µ) =
∑
m∈Z

(−1)m

((2m+ 1)π − µ)k+1
=

Ek(µ)

2 · k!

where the values Ek(µ) are the coefficients of the generating function (31).

Remark 14. Requiring µ ∈ (−π, π) is not essential, we could just as well assume µ ∈ R\{(2m+1)π :
m ∈ Z} and the formula Z(k;µ) = Ek(µ)/(2 · k!) will still be valid. In particular, observe that
Z(k;µ+ 2π) = −Z(k;µ) (in the series this corresponds to m 7→ m− 1) and Ek(µ+ 2π) = −Ek(µ)
(in the generating function, cos((µ+ 2π)/2) = − cos(µ/2)).
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Remark 15. Once we have proved that

Z(0;µ) =
∑
m∈Z

(−1)m

(2m+ 1)π − µ
=

E0(µ)

2
=

1

2 cos(w/2)
,

the general formula

Z(k;µ) =
∑
m∈Z

(−1)m

((2m+ 1)π − µ)k+1
=

Ek(µ)

2 · k!

follows by induction in k via termwise differentiation with respect to µ, since Ek(µ) =
d
dµEk−1(µ).

The first values of Z(k;µ) are as follows:

Z(0;µ) =
1

2 cos(µ2 )
, Z(1;µ) =

sin(µ2 )

4 cos2(µ2 )
, Z(2;µ) =

3− cos(µ)

32 cos3(µ2 )
,

Z(3;µ) =
23 sin(µ2 )− sin(3µ2 )

384 cos4(µ2 )
, Z(4;µ) =

115− 76 cos(µ) + cos(2µ)

6144 cos5(µ2 )
,

Z(5;µ) =
1682 sin(µ2 )− 237 sin(3µ2 ) + sin(5µ2 )

122880 cos6(µ2 )
,

Z(6;µ) =
11774− 10543 cos(µ) + 722 cos(2µ)− cos(3µ)

2949120 cos7(µ2 )
.

Except for k = 0, the constant in the denominator is 22kk!.

7 A partial fraction expansion

In 1748, in § 178 of his Introductio in Analysin Infinitorum (see [14]), Euler proved that∑
n∈Z

1

n+ θ
= lim

N→∞

N∑
n=−N

1

n+ θ
=

π

tan(πθ)
, θ ∈ R \ Z. (32)

This is the partial fraction expansion of the cotangent function, and it is a remarkable result that
requires defining the convergence of the series as the symmetric limit limN→∞

∑N
n=−N (equiva-

lently, grouping pairs of summands corresponding to opposite indices ±n) because the series is
not absolutely convergent. A detailed “traditional” proof can be seen, for instance, in [17, § 24,
equation 117]; and, for a nice self-contained proof with detailed explanations, see [16]. Another
kind of elementary proofs use the so-called Herglotz trick; this can be seen, for instance, in [2].

It is clear that, with small adjustments, this series becomes∑
m∈Z

1

2mπ − µ
= lim

M→∞

M∑
m=−M

1

2mπ − µ
=

−1

2 tan(µ/2)
. (33)

Our goal here is to give the value of the expansions (9) for integer s = k ≥ 2 in terms of the
Apostol-Euler polynomials. For this purpose, we will see in the next section that it is enough to
start with ∑

m∈Z

1

(2mπ − µ)2
,

whose value can be obtained from the following result:
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Proposition 16. For θ ∈ R \ Z, we have

∑
n∈Z

1

(n+ θ)2
=

π2

sin2(πθ)
. (34)

Actually, (34) can be obtained form (32) by differentiating term by term. However, instead of
proving (32) first and then doing that, here we directly prove (34) by adapting the proof of (32)
in [2], also using the Herglotz trick. By using the previously determined value

∑∞
n=1 1/n

2 = π2/6
in our proof, in Lemma 17, the treatment of (34) is simpler than that required for (32), in part
because the series converges absolutely. Thus, let us now give a proof of Proposition 16 using
elementary methods.

Define the functions

f(θ) =
π2

sin2(πθ)
, g(θ) =

∑
n∈Z

1

(n+ θ)2
, θ ∈ R \ Z. (35)

We want to prove that f = g. It is clear that f and g are even, and both are periodic of period 1.
Let us see that they share some other properties.

Lemma 17. The functions f and g defined in (35) satisfy

f
(θ
2

)
+ f

(θ + 1

2

)
= 4f(θ), g

(θ
2

)
+ g
(θ + 1

2

)
= 4g(θ), (36)

and

lim
θ→0

(
f(θ)− 1

θ2

)
= lim

θ→0

(
g(θ)− 1

θ2

)
=

π2

3
. (37)

Proof. Using the identity

1

sin2(πθ/2)
+

1

sin2(π(θ + 1)/2)
=

1

sin2(πθ/2)
+

1

cos2(πθ/2)

=
cos2(πθ/2) + sin2(πθ/2)

sin2(πθ/2) cos2(πθ/2)
=

4

sin2(πθ)

proves that f satisfies (36). We check that g satisfies the same functional equation. We have
g(θ) = limN→∞ gN (θ), where

gN (θ) =
1

x2
+

N∑
n=1

( 1

(θ + n)2
+

1

(θ − n)2

)
.

Since
1

(θ/2± n)2
+

1

((θ + 1)/2± n)2
=

4

(θ ± 2n)2
+

4

(θ ± 2n+ 1)2
,

it is clear that

gN

(θ
2

)
+ gN

(θ + 1

2

)
= 4g2N (θ) +

4

(θ + 2N + 1)2
,

and letting N → ∞ we obtain (36) for g.
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We now turn to (37). For f , using the Taylor expansion sin(x) = x − x3/3! + x5/5! − · · · , we
have

lim
θ→0

(
f(θ)− 1

θ2

)
= lim

θ→0

( π2

sin2(πθ)
− 1

θ2

)
= lim

θ→0

π2θ2 −
(
πθ − (πθ)3/3! + · · ·

)2
θ2 sin2(πθ)

=
π2

3
.

For g,

lim
θ→0

(
g(θ)− 1

θ2

)
=

∑
n∈Z\{0}

lim
θ→0

1

(n+ θ)2
= 2

∞∑
n=1

1

n2
=

π2

3
,

and the proof is concluded (it is easy to justify that we can introduce the limit inside the summation
using, for example, uniform convergence on the interval [−1/2, 1/2], but we are not going to worry
about the details).

Now, consider the difference

h(θ) = f(θ)− g(θ) =
(
f(θ)− 1/θ2

)
−
(
g(θ)− 1/θ2

)
.

The corresponding properties of f and g imply that h is periodic of period 1 and satisfies

h
(θ
2

)
+ h
(θ + 1

2

)
= 4h(θ). (38)

Moreover, limθ→0 h(θ) = 0, thus h becomes continuous at θ = 0 by defining h(0) = 0. In fact, by
1-periodicity, h extends to a continuous function on R by defining h(k) = 0 for k ∈ Z.

Since h is a continuous periodic function, it has a maximum m ∈ R; let θ0 ∈ [0, 1] such that
h(θ0) = m. Because h(0) = 0, we have m ≥ 0. Using (38),

h
(θ0
2

)
+ h
(θ0 + 1

2

)
= 4h(θ0) = 4m,

but then either h(θ0/2) ≥ 2m or h((θ0 + 1)/2) ≥ 2m. Because m is the maximum, this can
only happen if m = 0. Consequently, m = 0 and h = f − g = 0, which concludes the proof of
Proposition 16.

8 Apostol-Euler polynomials to sum a “positive series”

For λ = eµi, µ ∈ R, we wish to find the value of the sum

Z̃(k;µ) :=
∑
m∈Z

1

(2mπ − µ)k+1
. (39)

The case k = 1 follows from Proposition 16:

Z̃(1;µ) =
∑
m∈Z

1

(2mπ − µ)2
=

1

4 sin2(µ/2)
. (40)

We are calling the series Z̃(k;µ) in (39) a “positive series” only as a means of contrasting it with
the terminology of “alternating series” as refers to the series Z(k;µ) defined in (27). Clearly the
summands in (39) are not always positive.

The goal of this section is to prove the following:
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Theorem 18. For µ ∈ R \ 2πZ and k = 1, 2, . . . , we have

Z̃(k;µ) =
1

2 · k!
ik+1eiµEk(1;−eiµ). (41)

Remark 19. Before we turn to the proof, note that if µ ∈ 2πZ, not only does one of the de-
nominators in the series Z̃(k;µ) vanish, but also, since −eµi = −1, the Apostol-Euler polynomials
Ek(x;−e−iµ) are not even defined. Thus both sides of (41) are meaningless.

Observe also that (41) is not valid for k = 0. Indeed, we have seen in (33) that Z̃(0;µ) =
−1

2 tan(µ/2) . However, E0(1;−λ) = 2/(1− λ), hence the right hand side of (41) is −2ieiµ/(1− eiµ) =

i + 1
tan(µ/2) . Since our goal is to express Z̃(k;µ) in terms of the Apostol-Euler polynomials, this

exception is the reason why, in Section 7, we proved (34) instead of (32).

To prove Theorem 18, one could give a complete proof using Apostol-Bernoulli polynomials,
but since they are essentially the same as the Apostol-Euler polynomials (recall (24)), it is not
really worth the trouble. Instead, we adapt the proof of Theorem 10, changing λ to −λ and seeing
where this leads.

Keeping in mind that λ = eiµ, we have −λ = ei(µ+π), hence log(−λ) = πi + log λ, and so by
Proposition 11, we have

Ĩk,m :=

∫ 1

0
(−λ)xEk(x;−λ)e−(2m+1)πix dx =

2 · k!
((2m+ 1)πi− log(−λ))k+1

=
2 · k!

(2mπi− log λ)k+1
.

(42)

Since log λ = iµ, we have
2 · k!
ik+1

Z̃(k;µ) =
∑
m∈Z

Ĩk,m.

Now, we want to find a function ẽk(x;−λ) straightforwardly related to Ek(x;−λ) but vanishing
at 0 and 1. The reason for this lies with the telescoping series (44) used below, which is analogous
to (30) but instead of cos(πx), introduces a factor of sin(πx) in the denominator, which vanishes
at x = 0, 1. Since we need ẽk(x;−λ)/ sin(πx) to be continuously differentiable in order to apply
Lemma 3, the numerator ẽk(x;−λ) must also vanish at these points.

The following expression related to Ek(x;−λ) satisfies our requirements:

ẽk(x;−λ) = Ek(x;−λ)− Ek(0;−λ)− (1− λ)xEk(1;−λ)

= Ek(x;−λ)−
(
Ek(0;−λ) + (1− λ)xEk(1;−λ)

)
(from the proof of Proposition 11 we have that (−λ)Ek(1;−λ) + Ek(0;−λ) = 0 for k ≥ 1).

Since Ek(0;−λ) = λEk(1;−λ), we may rewrite Ek(0;−λ) + (1 − λ)xEk(1;−λ) = (λ + (1 −
λ)x)Ek(1;−λ). Furthermore, E1(x;−λ) = 2λ/(1 − λ)2 + 2x/(1 − λ), therefore (1−λ)2

2 E1(x;−λ) =
λ+ (1− λ)x, and thus

ẽk(x;−λ) = Ek(x;−λ)− (1− λ)2

2
Ek(1;−λ)E1(x;−λ). (43)
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If we let k = 1 in (42), we obtain∫ 1

0
(−λ)xE1(x;−λ)e−(2m+1)πix dx =

2 · 1!
(2mπi− log λ)2

=
−2

(2mπ − µ)2
.

Hence by (43), we have

Ĩ ′
k,m :=

∫ 1

0
(−λ)xẽk(x;−λ)e−(2m+1)πix dx = Ĩk,m +

(1− λ)2Ek(1;−λ)

(2mπ − µ)2
.

Thus
2 · k!
ik+1

Z̃(k;µ) =
∑
m∈Z

Ĩk,m =
∑
m∈Z

Ĩ ′
k,m − (1− λ)2Ek(1;−λ)

∑
m∈Z

1

(2mπ − µ)2
.

The series on the right has already been computed in (40). All we need to do now is to express∑
m∈Z Ĩ ′

k,m as a telescoping series and verify that it sums to 0.
Assuming this has been done, we obtain, for k ≥ 1,

Z̃(k;µ) = − ik+1

2 · k!
(1− λ)2Ek(1;−λ)

∑
m∈Z

1

(2mπ − µ)2

= − ik+1

2 · k!
(λ−1/2 − λ1/2)2λ

Ek(1;−λ)

4 sin2(µ/2)
= −(e−iµ/2 − eiµ/2)2

8 · k! sin2(µ/2)
ik+1eiµEk(1;−λ)

= −(−2i sin(µ/2))2

8 · k! sin2(µ/2)
ik+1eiµEk(1;−λ) =

1

2 · k!
ik+1eiµEk(1;−eiµ),

which completes the proof of Theorem 18. It is worth mentioning that the previous argument is
not valid for k = 0, because the relation (−λ)Ek(1;−λ) + Ek(0;−λ) = 0 does not hold in that case.

As for expressing the
∑

m∈Z Ĩ ′
k,m as a telescoping series, noting that we lack the sign (−1)m

which was present in (27), we instead consider

e−(2m+2)πix − e−(2m)πix = e−(2m+1)πix(e−πix − eπix) = e−(2m+1)πix · (−2i) sin(πx),

which gives, in analogy with (30),

e−(2m+1)πix =
ie−(2m+2)πix

2 sin(πx)
− ie−2mπix

2 sin(πx)
. (44)

This now allows the telescoping argument to work. As we mentioned above, the denominator
sin(πx) vanishes at x = 0 and x = 1, as does ẽk(x;−λ), which implies that the sum of the series∑

m∈Z Ĩ ′
k,m is 0, using Lemma 3 as we did previously in the proofs of Theorems 4, 8 and 10.

With all this said, the proof of Theorem 18 is concluded.

8.1 Another expression for the sum

As was the case with (28) in Theorem 10, looking at the expression (41), it is not immediately
obvious that the values Z̃(k;µ) are real, as must be the case when µ is real. However, we can find
an alternative formula for Z̃(k;µ) which solves this problem. Let us begin with a result analogous
to Lemma 12:
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Lemma 20. Let Ek(x;−λ) be the Apostol-Euler polynomials, defined by (23), with parameter −λ =
ei(µ+π), µ ∈ R \ 2πZ (recall that −λ = −1 is not allowed since Ek(x;−1) is undefined). Then

Ẽk(µ) := ik+1eiµEk(1;−eiµ), k = 1, 2, 3, . . . ,

is a real number (this is false for k = 0, since in that case the expression on the right is 2iλ/(1−λ) =
−1/ tan(µ/2)− i, which is not real). In fact, the values Ẽk(µ) may be computed via the generating
function

− 1

tan(w/2)
= − 1

tan(µ/2)
+

∞∑
k=1

Ẽk(µ)
(w − µ)k

k!
, |w − µ| < d(µ, 2πZ), (45)

and hence, if for k = 0 we define Ẽ0(µ) = − 1
tan(µ/2) , then

Ẽk(µ) = − dk

dµk

(
1

tan(µ/2)

)
, k = 0, 1, 2, 3, . . . .

Proof. In (23), first change λ to −λ; next, multiply by iλ and then substitute λ = eiµ, x = 1 and
z = is. This yields

2iei(µ+s)

1− ei(µ+s)
=

∞∑
k=0

ieiµEk(1,−eiµ)
(is)k

k!
= C0(µ) +

∞∑
k=1

Ẽk(µ)
sk

k!
(46)

where, either setting s = 0 or recalling that E0(x;λ) = 2
1+λ , we have

C0(µ) = ieiµE0(1,−eiµ) =
2ieiµ

1− eiµ
.

Substituting w = s+ µ, we can rewrite (46) as a Taylor series for C0:

C0(w) = C0(µ) +
∞∑
k=1

Ẽk(µ)
(w − µ)k

k!
. (47)

Finally, we compute

C0(w) =
2iewi

1− ewi
=

2ieiw/2

e−iw/2 − eiw/2
= −cos(w/2) + i sin(w/2)

sin(w/2)
= − 1

tan(w/2)
− i.

Substituting in (47) and canceling the −i from both sides of the equality, we obtain (45).

Corollary 21. For µ ∈ R \ 2πZ and k = 1, 2, . . . , we have

Z̃(k;µ) =
∑
m∈Z

1

(2mπ − µ)k+1
=

Ẽk(µ)

2 · k!

where the Ẽk(µ) are the coefficients of the generating function

− 1

tan(w/2)
=

∞∑
k=0

Ẽk(µ)
(w − µ)k

k!
, |w − µ| < d(µ, 2πZ),

and hence

Ẽk(µ) = − dk

dµk

(
1

tan(µ/2)

)
.
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The first Z̃(k;µ) are as follows:

Z̃(1;µ) =
1

4 sin2(µ2 )
, Z̃(2;µ) =

− cos(µ2 )

8 sin3(µ2 )
, Z̃(3;µ) =

2 + cos(µ)

48 sin4(µ2 )
,

Z̃(4;µ) =
−11 cos(µ2 )− cos(3µ2 )

384 sin5(µ2 )
, Z̃(5;µ) =

33 + 26 cos(µ) + cos(2µ)

3840 sin6(µ2 )
,

Z̃(6;µ) =
−302 cos(µ2 )− 57 cos(3µ2 )− cos(5µ2 )

46080 sin7(µ2 )
,

Z̃(7;µ) =
1208 + 1191 cos(µ) + 120 cos(2µ) + cos(3µ)

645120 sin8(µ2 )

(except for k = 1, the constant in the denominator is 2kk!).
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