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Abstract. One can find in the mathematical literature many recent papers studying the generalized Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials, defined by means of generating functions. In this article we clarify the range of parameters in which these definitions are valid and when they provide essentially different families of polynomials. In particular, we show that, up to multiplicative constants, it is enough to take as the “main family” those given by

$$\left(\frac{2}{e^t + 1}\right)^\alpha e^{xt} = \sum_{n=0}^{\infty} E_n^{(\alpha)}(x; \lambda) \frac{t^n}{n!}, \quad \lambda \in \mathbb{C} \setminus \{-1\},$$

and as an “exceptional family”

$$\left(\frac{t}{e^t - 1}\right)^\alpha e^{xt} = \sum_{n=0}^{\infty} B_n^{(\alpha)}(x) \frac{t^n}{n!},$$

both of these for $\alpha \in \mathbb{C}$.

1. Introduction

The generalized Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials of order $\alpha \in \mathbb{N} \cup \{0\}$ are defined, respectively, by means of the generating functions and series expansions

$$\left(\frac{2}{e^t + 1}\right)^\alpha e^{xt} = \sum_{n=0}^{\infty} E_n^{(\alpha)}(x; \lambda) \frac{t^n}{n!},$$

$$\left(\frac{t}{e^t - 1}\right)^\alpha e^{xt} = \sum_{n=0}^{\infty} B_n^{(\alpha)}(x) \frac{t^n}{n!},$$

$$\left(\frac{t}{e^t - 1}\right)^\alpha e^{xt} = \sum_{n=0}^{\infty} G_n^{(\alpha)}(x) \frac{t^n}{n!}.$$  

These are valid in a suitable neighbourhood of $t = 0$, where $\lambda$ is (with some exceptions) any complex number. They are generalizations of the classical Bernoulli, Euler and Genocchi polynomials $B_n(x)$, $E_n(x)$ and $G_n(x)$, that...
correspond to the cases $\lambda = 1$ and $\alpha = 1$ (moreover, the so-called Bernoulli, Euler and Genocchi numbers are $B_n = B_n(0)$, $E_n = 2^n E_n(\frac{1}{2})$ and $G_n = G_n(0)$).

In the mathematical literature, the parameters $\alpha$ and $\lambda$ have been included independently (we give some historical details in Subsection 1.1); once the parameters have been used together, the definitions (1), (2) and (3) have been extended to $\alpha \in \mathbb{C}$. The goal of this paper is to clarify when this extension is possible (Subsection 1.2), and to reduce the above-mentioned definitions with complex $\lambda$ and $\alpha$ to a smaller class of polynomials that suppresses the trivial relationships between them (Section 2, see (7), (8) and Definition 4). Except for multiplicative constants, our reduction covers every case of generalized Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials without the necessity of adding extra parameters.

As usual, in this paper we will always use the principal branch for complex powers, in particular $1^\alpha = 1$ for $\alpha \in \mathbb{C}$ (but nothing substantial changes with a different choice).

1.1. One parameter. For Bernoulli polynomials, which are the ones most often discussed, the complex parameter $\lambda$ was introduced by Apostol in 1951 [1], in connection with the Lerch zeta function, and thus the functions $B_n(x; \lambda) = B^{(1)}_n(x; \lambda)$ are called the Apostol-Bernoulli polynomials; the integer parameter $\alpha$ was introduced by Nørlund in 1922 [10], and thus $B_n^{(\alpha)}(x; 1)$ are also known as Nørlund polynomials. Later in this paper we will give more details about the corresponding generalizations for Euler and Genocchi polynomials, and the use of both the parameters $\lambda$ and $\alpha$.

In order to avoid confusion, it is important to note that, in the above definitions, the $n$th polynomial is not always a polynomial of degree $n$ (this will no longer happen with the reduction that we give in Definition 4). Let us analyze this, as well as some other relevant details and relations.

For fixed $\alpha = 1$, the value $\lambda = 1$ corresponds to the classical Bernoulli polynomials, i.e. $B^{(1)}_n(x; 1) = B_n(x)$, but it is certainly not the case that $B_n(x) = \lim_{\lambda \to 1} B^{(1)}_n(x; \lambda)$. There is a limiting relationship between $B^{(1)}_n(x; \lambda)$ and $B_n(x)$ as $\lambda \to 1$, but it is not immediately obvious. Another aspect of this discontinuity is that, although $B_n(x)$ is monic of degree $n$, for $\lambda \neq 1$ the degree of $B^{(1)}_n(x; \lambda)$ is $n - 1$ and its leading term is $n/(\lambda - 1)$.

The case $\lambda = 0$ is trivial; indeed $B^{(1)}_0(x; 0) = 0$ and $B^{(1)}_n(x; 0) = -nx^{n-1}$ for $n \geq 1$. For this reason, it is usual to assume $\lambda \neq 0$, but we do not need this restriction in what follows.

Again for $\alpha = 1$, the Apostol-Euler and Apostol-Genocchi polynomials do not introduce real novelties, because they can be reduced to the Apostol-Bernoulli family. Writing the generating function (2) as

$$
\left( \frac{2}{\lambda e^t + 1} \right) e^{xt} = \frac{-2}{t} \left( \frac{t}{(\lambda)e^t - 1} \right) e^{xt}
$$

and using the uniqueness of Taylor expansions, it is clear that

$$
E^{(1)}_n(x; \lambda) = -\frac{2}{n+1} B^{(1)}_{n+1}(x; -\lambda)
$$
for all $\lambda \in \mathbb{C}$. Apparently, this simple relation has not been noted before [9], because one finds previous papers which study properties of Apostol-Bernoulli and Apostol-Euler as different families of polynomials (see, for instance, [6] or [2]). In the same way, for Apostol-Genocchi polynomials we have
\[
G^{(1)}_{n+1}(x; \lambda) = (n + 1)E_n^{(1)}(x; \lambda) = -2B^{(1)}_{n+1}(x; -\lambda)
\]
for all $\lambda \in \mathbb{C}$. As in the case of Apostol-Bernoulli polynomials, when $\lambda \neq -1$ the polynomial $G^{(1)}_n(x; \lambda)$ has degree $n - 1$, and $G^{(1)}_0(x; \lambda) = 0$.

As mentioned above, the introduction of the parameter $\alpha$ for Bernoulli polynomials (i.e., with $\lambda = 1$) is due to Nørlund in 1922 [10]: they are the so-called generalized Bernoulli polynomials of order $\alpha$, $B^{(\alpha)}_n(x) = B^{(\alpha)}_n(x; 1)$. Two years later, in [11] p. 120, Nørlund defined the generalized Euler polynomials $E^{(\alpha)}_n(x) = E^{(\alpha)}_n(x; 1)$. Moreover, he also studies the case when $\alpha$ is a negative integer, both for Euler and for Bernoulli polynomials (see [11] p. 130). The generalized Genocchi polynomials of order $\alpha$, $G^{(\alpha)}_n(x) = G^{(\alpha)}_n(x; 1)$, appear much later, and can be found in [3].

1.2. Two parameters. The study of both parameters $\lambda$ and $\alpha$ simultaneously is somewhat recent. Furthermore, the restriction $\alpha \in \mathbb{N} \cup \{0\}$ as in (1), (2) and (3) has not been included in the corresponding definitions. The generalized Apostol-Bernoulli and Apostol-Euler polynomials of (real or complex) order $\alpha$ were defined in 2005 by Luo and Srivastava [7], and in 2011 the same authors introduced and investigated the generalized Apostol-Genocchi polynomials of (real or complex) order $\alpha$ [8]; they can also be found in [12] §1.9, p. 91.

In the left hand sides of (1), (2) and (3) we have functions $g(t)$ that (for every fixed $x$) must be expanded in powers of $t$. Of course, a function $g(t)$ that is not analytic in a disk around $t = 0$, cannot be expanded in powers of $t$, in the same way that, for instance, we cannot write $t^{1/2}$ or $t^{-1}$ as $\sum_{n=0}^{\infty} a_n t^n$. This is what happens with some of these very general assumptions. For $\lambda \neq 1$,
\[
\frac{t}{\lambda e^t - 1} \approx (\lambda - 1)^{-1} \cdot t \quad \text{when } t \to 0,
\]
and $t^\alpha$ is not analytic around $t = 0$ when $\alpha \notin \mathbb{N} \cup \{0\}$; consequently, the expansion (1) (and hence also $B^{(\alpha)}_n(x; \lambda)$) does not exist for any real or complex $\alpha$, only for $\alpha \in \mathbb{N} \cup \{0\}$. For $\lambda = 1$, $t/(e^t - 1) \approx 1$ when $t \to 0$, and in this case we can indeed define the Norlund polynomials $B^{(\alpha)}_n(x; 1)$ for arbitrary $\alpha \in \mathbb{C}$. A similar behavior occurs in the expansion (3). Thus, the polynomials $G^{(\alpha)}_n(x; \lambda)$ only exist for $\alpha \in \mathbb{N} \cup \{0\}$ when $\lambda \neq -1$, and $G^{(\alpha)}_n(x; -1)$ can be defined for arbitrary $\alpha \in \mathbb{C}$. (But $G^{(\alpha)}_n(x; -1) = (-2)^\alpha B^{(\alpha)}_n(x; 1)$, so nothing essentially new is introduced in this case.)

The expansion (2) is less restrictive, and it does accept any $\alpha \in \mathbb{C}$ in most cases. For $\lambda \neq -1$,
\[
\frac{2}{\lambda e^t + 1} \approx 2(\lambda + 1)^{-1} \neq 0 \quad \text{when } t \to 0,
\]
so the expansion (2) and the polynomials \( e_n^{(\alpha)}(x; \lambda) \) exist. For the case \( \lambda = -1 \), clearly \( 2/( -e^t + 1) \approx -2t^{-1} \) when \( t \to 0 \), so \( e_n^{(\alpha)}(x; -1) \) can be defined only for \( \alpha = 0 \) (a trivial case) or a negative integer.

For the authors, it is extremely surprising that some kind of discussion as in the previous paragraphs has not been included in the papers or books that define and study the generalized Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials of order \( \alpha \in \mathbb{C} \) (the above mentioned [7, 8, 12] and some other that continue with the study), restricting the definition of the polynomials to the cases when they exist. Instead, many properties of nonexistent polynomials, and formal relations between them, can be found in the mathematical literature. The same can be said of many further generalizations of (1), (2) and (3), with the addition of some extra parameters. For instance, the so-called generalized Apostol type polynomials \( F_n^{(\alpha)}(x; \lambda; \mu; \nu) \) that we can find in [12, p. 101] defined via

\[
\left( \frac{2^{\mu}t^{\nu}}{\lambda e^t + 1} \right)^{\alpha} e^{xt} = \sum_{n=0}^{\infty} F_n^{(\alpha)}(x; \lambda; \mu; \nu) \frac{t^n}{n!},
\]

whose aim is to give a unified presentation of (1), (2) and (3), and some others that appear in the same book, or the generalized Apostol-Bernoulli polynomials of level \( m \in \mathbb{N} \) and order \( \alpha \in \mathbb{C} \) that, as we can see in [5], are defined via

\[
\left( \frac{t^m}{\lambda e^t - \sum_{l=0}^{m} \frac{t^l}{l!}} \right)^{\alpha} e^{xt} = \sum_{n=0}^{\infty} B_{n}^{[m-1, \alpha]}(x; \lambda) \frac{t^n}{n!},
\]

(of course, similar definitions are given for Euler or Genocchi polynomials), that are generalizations of the preexisting cases corresponding to \( \lambda = 1 \) and \( \alpha = 1 \). A recent review that deals with many of these generalizations and unifications is [3]. Fortunately, many of the properties and relations that appear in all these papers or books are valid when the polynomials do exist, although this requires a suitable restriction of the parameters. One of the aims in this article is to ask for more rigor in future papers.

2. Relationship and reduction

Once we have introduced the parameter \( \lambda \), the three families of polynomials (1), (2) and (3) are closely related. Let us see this, as well as what to do to avoid essentially redundant definitions.

As we have explained, (1) and (3) can be used only for \( \alpha \in \mathbb{N} \cup \{0\} \) (except in the case \( \lambda = 1 \) in (1) or \( \lambda = -1 \) in (3)), and that (2) is valid for general \( \alpha \in \mathbb{C} \) (except in the case \( \lambda = -1 \)). Now, we are going to see that the polynomials that arise in (1) and (3) can be reduced to the generalized Apostol-Euler polynomials of order \( \alpha \) in (1).
Let $\alpha \in \mathbb{N} \cup \{0\}$ and the generalized Apostol-Bernoulli polynomials of order $\alpha$ be defined as in [1], with $\lambda \neq 1$. We can write

$$
\sum_{n=0}^{\infty} \mathcal{B}^{(\alpha)}_{n}(x; \lambda) \frac{t^{n}}{n!} = \left( \frac{t}{\lambda e^{t} - 1} \right)^{\alpha} e^{xt} = (-1)^{\alpha} 2^{-\alpha} t^{\alpha} \left( \frac{2}{(-\lambda) e^{t} + 1} \right)^{\alpha} e^{xt}
$$

$$
= (-1)^{\alpha} 2^{-\alpha} \sum_{k=0}^{\infty} \mathcal{C}^{(\alpha)}_{k}(x; -\lambda) \frac{t^{k+\alpha}}{k!}
$$

(with the change $n = k + \alpha$)

$$
= (-1)^{\alpha} 2^{-\alpha} \sum_{n=\alpha}^{\infty} \mathcal{C}^{(\alpha)}_{n-\alpha}(x; -\lambda) \frac{t^{n}}{(n-\alpha)!}
$$

$$
= (-1)^{\alpha} 2^{-\alpha} \sum_{n=\alpha}^{\infty} \mathcal{C}^{(\alpha)}_{n-\alpha}(x; -\lambda) \frac{n!}{(n-\alpha)!} \frac{t^{n}}{n!}.
$$

Then, by using the uniqueness of Taylor expansions, we have the following relationships:

**Theorem 1.** For $\alpha \in \mathbb{N} \cup \{0\}$ and $\lambda \neq 1$, we have

$$
\mathcal{B}^{(\alpha)}_{0}(x; \lambda) = \mathcal{B}^{(\alpha)}_{1}(x; \lambda) = \cdots = \mathcal{B}^{(\alpha)}_{\alpha-1}(x; \lambda) = 0
$$

and

$$
\mathcal{B}^{(\alpha)}_{n}(x; \lambda) = \frac{(-1)^{\alpha} n!}{2^{\alpha} (n-\alpha)!} \mathcal{C}^{(\alpha)}_{n-\alpha}(x; -\lambda), \quad n = \alpha, \alpha + 1, \alpha + 2, \ldots
$$

In a similar way, let $\alpha \in \mathbb{N} \cup \{0\}$ and the generalized Apostol-Genocchi polynomials of order $\alpha$ be defined as in [3], with $\lambda \neq -1$. We state the following:

**Theorem 2.** For $\alpha \in \mathbb{N} \cup \{0\}$ and $\lambda \neq -1$, we have

$$
\mathcal{G}^{(\alpha)}_{0}(x; \lambda) = \mathcal{G}^{(\alpha)}_{1}(x; \lambda) = \cdots = \mathcal{G}^{(\alpha)}_{\alpha-1}(x; \lambda) = 0
$$

and

$$
\mathcal{G}^{(\alpha)}_{n}(x; \lambda) = \frac{n!}{(n-\alpha)!} \mathcal{C}^{(\alpha)}_{n-\alpha}(x; \lambda), \quad n = \alpha, \alpha + 1, \alpha + 2, \ldots
$$

On the other hand, let us recall that the polynomials $\mathcal{E}^{(\alpha)}_{n}(x; -1)$ can be defined only for $\alpha = 0$ or a negative integer. In this case, we can write

$$
\sum_{n=0}^{\infty} \mathcal{E}^{(\alpha)}_{n}(x; -1) \frac{t^{n}}{n!} = \frac{2}{-e^{t} + 1} \alpha e^{xt} = (-2)^{\alpha} t^{-\alpha} \left( \frac{t}{e^{t} - 1} \right)^{\alpha} e^{xt}
$$

$$
= (-2)^{\alpha} \sum_{k=0}^{\infty} \mathcal{B}^{(\alpha)}_{k}(x; 1) \frac{t^{k-\alpha}}{k!}
$$

(with the change $n = k - \alpha$)

$$
= (-2)^{\alpha} \sum_{n=-\alpha}^{\infty} \mathcal{B}^{(\alpha)}_{n+\alpha}(x; 1) \frac{t^{n}}{(n+\alpha)!}
$$

$$
= (-2)^{\alpha} \sum_{n=-\alpha}^{\infty} \mathcal{B}^{(\alpha)}_{n+\alpha}(x; 1) \frac{n!}{(n+\alpha)!} \frac{t^{n}}{n!},
$$

so we have the following:
Theorem 3. For $\alpha = 0$ or a negative integer, we have
\[
\mathcal{E}_n^{(\alpha)}(x; -1) = \mathcal{E}_1^{(\alpha)}(x; -1) = \cdots = \mathcal{E}_{-\alpha - 1}(x; -1) = 0
\]
and
\[
(6) \quad \mathcal{E}_n^{(\alpha)}(x; -1) = \frac{(-2)^{\alpha} n!}{(n + \alpha)!} \mathcal{B}_n^{(\alpha)}(x; 1), \quad n = -\alpha, -\alpha + 1, -\alpha + 2, \ldots
\]

We have seen in [4] and [5] that the polynomials $\mathcal{B}_n^{(\alpha)}(x; \lambda)$ (with $\lambda \neq 1$) and $\mathcal{G}_n^{(\alpha)}(x; \lambda)$ (with $\lambda \neq -1$) can be expressed, up to a multiplicative constant, in terms of the generalized Apostol-Euler polynomials of order $\alpha$. Moreover, the parameter $\alpha$ in (2) can be any $\alpha \in \mathbb{C}$ (except when $\lambda = -1$), without the restriction $\alpha \in \mathbb{N} \cup \{0\}$ in (1) and (3). Then, we can take the generalized Apostol-Euler polynomials of order $\alpha \in \mathbb{C}$ defined as
\[
(7) \quad \left(\frac{2}{\lambda e^t + 1}\right)^\alpha e^{\lambda t} = \sum_{n=0}^{\infty} \mathcal{E}_n^{(\alpha)}(x; \lambda) \frac{t^n}{n!}, \quad \lambda \in \mathbb{C} \setminus \{-1\},
\]
as the “main family”, and consider $\mathcal{B}_n^{(\alpha)}(x; \lambda)$ and $\mathcal{G}_n^{(\alpha)}(x; \lambda)$ (for $\lambda \neq 1$ in the first case and $\lambda \neq -1$ in the second) as superfluous variations. To cover the “exceptional cases”, and taking into account that $\mathcal{G}_n^{(\alpha)}(x; -1) = (-2)^\alpha \mathcal{B}_n^{(\alpha)}(x; 1)$ and [6], we must also define
\[
(8) \quad \left(\frac{t}{e^t - 1}\right)^\alpha e^{\lambda t} = \sum_{n=0}^{\infty} \mathcal{B}_n^{(\alpha)}(x; 1) \frac{t^n}{n!} = \sum_{n=0}^{\infty} \mathcal{B}_n^{(\alpha)}(x) \frac{t^n}{n!},
\]
which are the classical Bernoulli polynomials ($\alpha = 1$) or the Nörlund polynomials ($\alpha \in \mathbb{C} \setminus \{1\}$). The polynomials defined in (7) and (8), both for $\alpha \in \mathbb{C}$, cover the entire range of “valid polynomials”.

We can highlight this classification by means of a suitable definition:

Definition 4. Let $\lambda, \alpha \in \mathbb{C}$. We call the polynomials defined by (7) when $\lambda \neq -1$, and by (8) when $\lambda = -1$, the Apostol-like polynomials of order $(\lambda, \alpha)$.

Finally, we are going to prove that, with the definitions in (7) and (8) of our process of reduction, it no longer happens that the $n$th polynomial can have degree different from $n$. Actually, this is a routine argument once we establish that $\mathcal{E}_n^{(\alpha)}(x; \lambda)$ and $\mathcal{B}_n^{(\alpha)}(x)$ are non-null constants. Moreover, although we have very often stated all along in this paper that the coefficients $\mathcal{E}_n^{(\alpha)}(x; \lambda)$ and $\mathcal{B}_n^{(\alpha)}(x)$ of the analytic expansions (7) and (8) are polynomials on the variable $x$, we have not proved it in this paper.

To achieve these goals, it is enough to give a simple result that is a well-known procedure in the theory of Appell sequences, and that we include for completeness.

Lemma 5. Given an analytic function $A(t)$ in an open disk around $t = 0$ such that $A(0) \neq 0$, let us consider the expansion
\[
(9) \quad A(t)e^{\lambda t} = \sum_{n=0}^{\infty} f_n(x) \frac{t^n}{n!}.
\]
Then $f_0(x) = A(0)$ and
\begin{equation}
(10) \quad f_{n+1}(x) = (n+1)f_n(x), \quad n \in \mathbb{N} \cup \{0\}.
\end{equation}
Moreover, $f_n(x)$ is a polynomial of degree $n$ for every $n \in \mathbb{N} \cup \{0\}$.

**Proof.** Firstly, by substituting $t = 0$ in (9) we get $A(0) \cdot 1 = f_0(x) + 0$, so $f_0(x) = A(0)$, a non-null constant. Secondly, if we differentiate (9) with respect to $x$, we obtain
\[ A(t)e^{xt} = \sum_{n=1}^{\infty} f'_n(x) \frac{t^n}{n!}, \]
so
\[ \sum_{k=0}^{\infty} f_k(x) \frac{t^k}{k!} = A(t)e^{xt} = \sum_{n=1}^{\infty} f'_n(x) \frac{t^{n-1}}{(n-1)!} = \sum_{k=0}^{\infty} f'_{k+1}(x) \frac{t^k}{(k+1)!} = \sum_{k=0}^{\infty} \frac{1}{k+1} f'_{k+1}(x) \frac{t^k}{k!}, \]
and (10) follows by the uniqueness of the analytic expansions. Finally, that $f_n(x)$ is always a polynomial of degree $n$ is a direct consequence of $f_0(x) = \text{constant} \neq 0$ and (10). □

Actually, another standard way to prove that $f_n(x)$ is a polynomial of degree $n$ is as follows. As $A(t)$ is analytic around $t = 0$ and $A(0) \neq 0$, also $1/A(t)$ is analytic around $t = 0$, so we will have $1/A(t) = \sum_{n=0}^{\infty} b_n t^n/n!$, with $b_0 \neq 0$. Then, we can write (9) as
\[ \sum_{n=0}^{\infty} \frac{x^n}{n!} = \left( \sum_{n=0}^{\infty} b_n \frac{t^n}{n!} \right) \left( \sum_{n=0}^{\infty} f_n(x) \frac{t^n}{n!} \right) = \sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} \binom{n}{k} b_{n-k} f_k(x) \right) \frac{t^n}{n!}. \]
Consequently,
\[ x^n = \sum_{k=0}^{n} \binom{n}{k} b_{n-k} f_k(x), \]
which, moreover, provides a recurrence relation to get the polynomials.

Let us apply Lemma 5 to both (7) and (8). In (7), the analytic function $A(t)$ is
\[ A(t) = \left( \frac{2}{\lambda e^t + 1} \right)^{\alpha}, \]
so, in particular,
\[ \mathcal{E}_{0}^{(\alpha)}(x; \lambda) = \left( \frac{2}{\lambda e^0 + 1} \right)^{\alpha} = \left( \frac{2}{\lambda + 1} \right)^{\alpha} \neq 0. \]
Similarly, the analytic function in (8) is
\[ A(t) = \left( \frac{t}{e^t - 1} \right)^{\alpha} = \left( \frac{1}{1 + t/2 + t^2/3! + \cdots} \right)^{\alpha} \]
and thus
\[ \mathcal{B}_{0}^{(\alpha)}(x) = \left( \frac{1}{1 + 0} \right)^{\alpha} = 1. \]
In this way, we have proved the following:
Theorem 6. For $\alpha \in \mathbb{C}$, let us define $E^{(\alpha)}_n(x; \lambda)$ (for $\lambda \in \mathbb{C} \setminus \{-1\}$) and $B^{(\alpha)}_n(x)$ as in (7) and (8), respectively. Then,

$$E^{(\alpha)}_0(x; \lambda) = \left(\frac{2}{\lambda + 1}\right)^{\alpha} \neq 0, \quad B^{(\alpha)}_0(x) = 1,$$

and

$$\frac{d}{dx} E^{(\alpha)}_{n+1}(x; \lambda) = (n+1)E^{(\alpha)}_n(x; \lambda), \quad \frac{d}{dx} B^{(\alpha)}_{n+1}(x) = (n+1)B^{(\alpha)}_n(x),$$

for every $n \in \mathbb{N} \cup \{0\}$. In particular, $E^{(\alpha)}_n(x; \lambda)$ and $B^{(\alpha)}_n(x)$ are polynomials of degree $n$ on the variable $x$.
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