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Abstract. We study an extension of the classical Paley-Wiener space structure, which is based on bilinear expansions of integral kernels into biorthogonal sequences of functions. The structure includes both sampling expansions and Fourier-Neumann type series as special cases, and it also provides a bilinear expansion for the Dunkl kernel (in the rank 1 case) which is a Dunkl analogue of Gegenbauer’s expansion of the plane wave and the corresponding sampling expansions. In fact, we show how to derive sampling and Fourier-Neumann type expansions from the results related to the bilinear expansion for the Dunkl kernel.

1. Introduction

The function \( K(x, t) = e^{ixt} \) has several well-known bilinear expansion formulas, for example: the Fourier series expansion,

\[
e^{ixt} = \sum_{n=-\infty}^{\infty} \frac{\sin(x - \pi n)}{x - \pi n} e^{i\pi nt}, \quad t \in [-1, 1];
\]

the expansion in terms of the prolate spheroidal wavefunctions \( \varphi_n \),

\[
e^{-ixt} = \sqrt{2\pi} \sum_{n=0}^{\infty} i^n \lambda_n \varphi_n(x) \varphi_n(t),
\]

where \( \lambda_n \) are the square roots of the eigenvalues arising from the time-band limiting integral equation (see the recent paper [28]); and Gegenbauer’s expansion of the plane wave in Gegenbauer polynomials and Bessel functions (see [16, § 4.8, formula (4.8.3), p. 116])

\[
e^{ixt} = \Gamma(\beta) \left( \frac{x}{2} \right)^{-\beta} \sum_{n=0}^{\infty} i^n (\beta + n) J_{\beta+n}(x) C_n^\beta(t), \quad t \in [-1, 1],
\]

(in the particular case \( \beta = 0 \), this formula is the so-called Jacobi-Anger identity). Here and in what follows in this paper we are using \( C_n^\beta \) to denote the Gegenbauer polynomials of order \( \beta \) and \( J_\nu \) to denote the Bessel functions of order \( \nu \).

Each of the above expansions is associated with important developments in mathematical analysis. The first one is equivalent to the Whittaker-Shannon-Kotel’nikov sampling theorem (see [27, Ch. 2]), the second one is the prototype of a Mercer kernel [28], and the third one has been the main tool in the diagonalization of certain integral operators [17].

Our main interest is in expansions of the type (3). To see why biorthogonality is required, recall the definition of the Paley-Wiener space \( PW \),

\[
PW = \left\{ f \in L^2(\mathbb{R}) : f(z) = (2\pi)^{-1/2} \int_{-1}^{1} u(t) e^{itz} dt, \quad u \in L^2(-1, 1) \right\}.
\]
We immediately obtain orthogonal expansions for \( f \in PW \) by simply integrating equations (1) and (2), by using the orthogonality of the exponentials and the prolate spheroidal functions. However, if we try to do the same thing in (3), we must restrict ourselves to the case \( \beta = 1/2 \), when the weight function of the Gegenbauer’s polynomials (actually Legendre) is 1. Therefore, even in this simple case it is not clear how to expand Paley-Wiener functions into Gegenbauer polynomials or Bessel functions with general parameter \( \beta \), and the biorthogonal formulation serve to introduce the parameter \( \beta \) of (3) in a natural way.

To organize the presentation of our ideas, we first construct a structure involving biorthogonal expansions, from which the results are obtained, after explicit evaluation of some integrals. In particular (but not exclusively), we use this structure to analyze the solution of the above mentioned expansion problem and its extension to the Dunkl kernel

\[
E_\alpha(ix) = 2^\alpha \Gamma(\alpha + 1) \left( \frac{J_\alpha(x)}{x^\alpha} + \frac{J_{\alpha+1}(x)}{x^{\alpha+1}} - it \right)
\]

(as we will see in subsection 4.1, the Dunkl kernel is used to define the Dunkl transform on the real line similarly to how the kernel \( e^{i\pi t} \) is used to define the Fourier transform), and so we expand functions in \( PW \) and its generalization studied in [6] in terms of Fourier-Neumann series. From the following extension of (3) to the Dunkl kernel

\[
E_\alpha(ixt) = \Gamma(\alpha + \beta + 1) \left( \frac{x}{2} \right)^{-\alpha-\beta-1} \sum_{n=0}^{\infty} i^n \Gamma(\alpha + \beta + n + 1) J_{\alpha+\beta+n+1}(x) C_n^{(\beta+1/2,\alpha+1/2)}(t),
\]

where \( C_n^{(\beta+1/2,\alpha+1/2)} \) are the so-called generalized Gegenbauer polynomials, we obtain uniformly convergent Fourier-Neumann type expansions

\[
f(x) = \sum_{n=0}^{\infty} a_n(f)(\alpha + \beta + n + 1)x^{-\alpha-\beta-1} J_{\alpha+\beta+n+1}(x),
\]

valid for \( f \in PW_\alpha \) (the natural generalization of the Paley-Wiener space as in [6]), and where

\[
a_n(f) = 2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1) \int_{\mathbb{R}} f(t) J_{\alpha+\beta+n+1}(t) d\mu_{\alpha+\beta}(t).
\]

Moreover, in some cases, the coefficients \( a_n(f) \) are identified as Fourier coefficients.

The paper is organized as follows. In the second section we describe our problem in abstract terms. First we build the general setup for bilinear orthogonal expansions and, later, we modify it to consider biorthogonal sequences in the expansions (see Theorem 1). In the third section we describe the results which are obtained in the case of the Fourier kernel. The fourth section studies the expansion associated with the Dunkl kernel (see Theorem 2), that we think is a new and interesting result; moreover, we also show its consequences for the Hankel transform. In the last section we collect the evaluation of some integrals involving special functions which were essential for the paper but could not be found in the literature.

2. Structure

2.1. Orthogonal expansions. We begin with \( K(x, t) \), a function of two variables defined on \( \Omega \times \Omega \subset \mathbb{R} \times \mathbb{R} \) satisfying

\[
K(x, t) = K(t, x)
\]

almost everywhere for \( (x, t) \in \Omega \times \Omega \), and an interval \( I \subset \Omega \). Using this function as a kernel, define on \( L^2(\Omega, d\mu) \), with \( d\mu \) a non-negative real measure, an integral transformation by

\[
(Kf)(t) = \int_{\Omega} f(x) \overline{K(x, t)} \, d\mu(x).
\]
Moreover, we suppose that $\mathcal{K}$ is invertible and that the inverse is
\begin{equation}
(\tilde{\mathcal{K}}g)(x) = \int_{\Omega} g(t)K(x, t) \, d\mu(t).
\end{equation}
Then, from Fubini’s theorem we get the multiplication formula
\begin{equation}
\int_{\Omega} (\mathcal{K}f)g \, d\mu = \int_{\Omega} (\mathcal{K}g)f \, d\mu
\end{equation}
and also
\begin{equation}
\int_{\Omega} (\tilde{\mathcal{K}}f)g \, d\mu = \int_{\Omega} (\tilde{\mathcal{K}}g)f \, d\mu.
\end{equation}
Moreover, if in the multiplication formula we take $g = \overline{\mathcal{K}(f)}$ and use $\mathcal{K}(\overline{h}) = \overline{\mathcal{K}(h)}$, we get $\|\mathcal{K}f\|_{L^2(\Omega, d\mu)} = \|f\|_{L^2(\Omega, d\mu)}$.

As usual, it is enough to suppose that the operators $\mathcal{K}$ and $\tilde{\mathcal{K}}$, defined by (4) and (5), are defined on a suitable dense subset of $L^2(\Omega, d\mu)$, and later extended to the whole $L^2(\Omega, d\mu)$ in the standard way. Moreover, let us also assume that, as a function of $t$, $K(x, t)\chi_{I}(t)$ belongs to $L^2(\Omega, d\mu)$ (or, in other words, $K(x, \cdot) \in L^2(I, d\mu)$). Here, $\chi_{I}$ stands for the characteristic function of $I$.

Now, let $N$ be a subset of the integers, $\{\phi_{n}\}_{n \in N}$ be an orthonormal basis of the space $L^2(I, d\mu)$ and $\{S_{n}\}_{n \in N}$ be a sequence of functions in $L^2(\Omega, d\mu)$ such that, for every $n \in N$,\begin{equation}
(\mathcal{K}S_{n})(t) = \chi_{I}(t)\overline{\phi_{n}(t)}
\end{equation}(notice the small abuse of notation in the use of $\chi_{I}\overline{\phi_{n}}$; here, $\overline{\phi_{n}}$ is a function that is defined only on $I$, and by $\chi_{I}\overline{\phi_{n}}$ we mean that we extend this function to $\Omega$ by having it be the null function on $\Omega \setminus I$; we will use this kind of notation often in this paper). Consider the subspace $\mathcal{P}$ of $L^2(\Omega, d\mu)$ constituted by those functions $f$ such that $\mathcal{K}f$ vanishes outside of $I$. This can also be written as
\begin{equation}
\mathcal{P} = \left\{ f \in L^2(\Omega) : f(x) = \int_{I} u(t)K(x, t) \, d\mu(t), \ u \in L^2(I, d\mu) \right\}.
\end{equation}
On the one hand, by using that $\mathcal{K}$ is an isometry, it follows that $S_{n}$ is a complete orthonormal sequence in $\mathcal{P}$. This implies that every function $f$ in $\mathcal{P}$ has an expansion of the form
\begin{equation}
f(x) = \sum_{n \in N} c_{n}S_{n}(x).
\end{equation}
On the other hand, from (7) we have
\begin{equation}
\tilde{\mathcal{K}}(\chi_{I}\overline{\phi_{n}}) = \tilde{\mathcal{K}}(\mathcal{K}S_{n}) = S_{n}.
\end{equation}
Consequently, the Fourier coefficients of $K(x, t)$, as a function of $t$, in the basis $\{\phi_{n}\}_{n \in N}$ on $L^2(I, d\mu)$ are $S_{n}(x)$. As a result, $K(x, t)$ has the following bilinear expansion formula:
\begin{equation}
K(x, t) = \sum_{n \in N} S_{n}(x)\phi_{n}(t),
\end{equation}
that must be understood as in $L^2(I, d\mu(t))$ for every $x \in \Omega$.

**Remark 1.** The reader familiar with sampling theory, in particular with the generalization due to Kramer (see [19] or, also, [27, Theorem 3.5]), has probably noticed strong resemblances. Indeed, Kramer’s lemma corresponds to a particular case of the above situation when there exists a sequence of points $x_{k}$ such that $S_{n}(x_{k}) = \delta_{n,k}$. This implies that $\{K(x_{n}, \cdot)\} = \{\phi_{n}\}$ is an orthogonal basis of $L^2(I, d\mu)$ and that $\mathcal{P}$ has an orthogonal basis given by $\{\tilde{\mathcal{K}}(\chi_{I}K(x_{n}, \cdot))\} = \{\tilde{\mathcal{K}}(\chi_{I}\phi_{n}(\cdot))\} = \{S_{n}\}$. The orthogonal expansion in the basis $\{S_{n}\}_{n \in N}$ is the sampling theorem. In [14] there is given a detailed exposition of a similar structure, which, although restricted to sampling theory, is in its essence equivalent to the one that we have described.
The objects that we are interested in here are mainly those expansions that fit in the above setup, but that are not sampling expansions. As we will see, there exist quite a few of these. We will see in this work a wealth of situations where explicit computations of certain integrals yield new expansion formulas of the type (9), but in general they are special cases of the more general setting that we will provide in the next section.

Remark 2. Perhaps the most remarkable feature that this setup inherits from sampling theory is the fact that, in many situations, uniform convergence can be guaranteed, once we know that the expansion converges in norm. This happens because \( P \) is a Hilbert space with a reproducing kernel given by

\[
k(x, y) = \sum_{n \in N} S_n(x)\overline{S_n(y)} = \int \! K(x, t)\overline{K(y, t)} \, d\mu(t).
\]

This fact can be proved using Saitoh’s theory of linear transformation in Hilbert space [22, 23] in a way similar to what has been done in [1] and also by the same arguments in [14]. The uniform convergence of the expansions (8) is now a consequence of the well-known fact that if the sequence \( f_n \) converges to \( f \) in the norm of a Hilbert space with reproducing kernel \( k(\cdot, \cdot) \), then the convergence is pointwise to \( f \) and uniform in every set where \( \| K(x, \cdot) \|_{L^2(I, d\mu)} \) is bounded.

2.2. Biorthogonal expansions. We now consider the same setup as in subsection 2.1 (in particular, the notation for the operators \( Kf \) and its inverse \( \tilde{K}g \) in terms of a kernel \( K(x, t) \) that satisfies the multiplication formula (6)), but instead of the orthonormal basis \( \{ \phi_n \}_{n \in N} \) of the space \( L^2(I, d\mu) \), we assume that we have a pair of complete biorthonormal sequences of functions in \( L^2(I, d\mu) \), \( \{ P_n \}_{n \in N} \) and \( \{ Q_n \}_{n \in N} \), that is,

\[
\int_I P_n(x)Q_m(x) \, d\mu(x) = \delta_{n,m}
\]

and every \( g \in L^2(I, d\mu) \) can be written, in a unique way, as

\[
g(t) = \sum_{n \in N} c_n(g)P_n(t), \quad c_n(g) = \int_I g(t)\overline{Q_n(t)} \, d\mu(t).
\]

Let us also define, in \( L^2(\Omega, d\mu) \), the sequences of functions \( \{ S_n \}_{n \in N} \) and \( \{ T_n \}_{n \in N} \) given by

\[
S_n(x) = \tilde{K}(\chi_I Q_n)(x), \quad x \in \Omega,
\]

and

\[
T_n(x) = \overline{K}(\chi_I P_n)(x), \quad x \in \Omega
\]

(note that if \( P_n = Q_n \) then \( S_n = T_n \)).

Our purpose is to prove the following theorem, which says that it is still possible to find a bilinear expansion in this context.

**Theorem 1.** For each \( x \in \Omega \), the following expansion\(^1\) holds, with respect to \( t \), in \( L^2(I, d\mu) \):

\[
K(x, t) = \sum_{n \in N} P_n(t)S_n(x).
\]

Moreover, \( \{ S_n \}_{n \in N} \) and \( \{ T_n \}_{n \in N} \) are a pair of complete biorthogonal sequences in \( P \) such that every \( f \in P \) can be written as

\[
f(x) = \sum_{n \in N} c_n(f)S_n(x), \quad x \in \Omega,
\]

\(^1\)The condition \( t \in I \) in the identity (11) is not a mistake. Although \( K(x, t) \) is defined on \( \Omega \times \Omega \), the functions \( P_n(t) \) are defined, in general, only on \( I \).
with
\[ c_n(f) = \int_\Omega f(t) \overline{T_n(t)} \, d\mu(t). \]

The convergence is uniform in every set where \( \|K(x, \cdot)\|_{L^2(I, d\mu)} \) is bounded.

**Proof.** Let us start by proving (11). Since \( K(x, \cdot) \in L^2(I, d\mu) \) for every \( x \in \Omega \), as \( \{P_n\}_{n \in \mathbb{N}} \) and \( \{Q_n\}_{n \in \mathbb{N}} \) are a complete biorthogonal system on \( L^2(I, d\mu) \), we can write
\[ K(x, t) = \sum_{n \in \mathbb{N}} b_n(x) P_n(t) \]
with (by (10))
\[ b_n(x) = \int_I K(x, t) \overline{Q_n(t)} \, d\mu(t) = \tilde{K}(\chi_I Q_n)(x) = S_n(x). \]

Now, let us prove the biorthogonality of \( \{S_n\}_{n \in \mathbb{N}} \) and \( \{T_n\}_{n \in \mathbb{N}} \). By definition and the multiplicative formula, we have
\[
\int_\Omega S_n T_m \, d\mu = \int_\Omega S_n K(\chi_I P_m) \, d\mu \\
= \int_\Omega K(S_n) \chi_I P_m \, d\mu = \int_I \overline{Q_n} P_m \, d\mu = \delta_{n,m}.
\]

Finally, for \( f \in \mathcal{P} \), by applying (11), interchanging the sum and the integral, and using the multiplicative formula, we have
\[
f(x) = \int_I u(t) K(x, t) \, d\mu(t) = \sum_{n \in \mathbb{N}} \left( \int_I u(t) P_n(t) \, d\mu(t) \right) S_n(x) \\
= \sum_{n \in \mathbb{N}} \left( \int_I (K f)(t) \chi_I P_n(t) \, d\mu(t) \right) S_n(x) \\
= \sum_{n \in \mathbb{N}} \left( \int_I f(t) K(\chi_I P_n)(t) \, d\mu(t) \right) S_n(x) = \sum_{n \in \mathbb{N}} \left( \int_I f(t) \overline{T_n(t)} \, d\mu(t) \right) S_n(x)
\]
and the proof is finished. \( \square \)

### 3. The Fourier kernel

As an example to clarify the technique, and to show how useful the use of the biorthogonal sequences is, let us look at (1) and (3) in the light of the above scheme.

**3.1. The classical sampling formula.** With the notation of the above section, take \( d\mu(x) = dx \), \( \Omega = \mathbb{R} \), \( I = [-1, 1] \) and the kernel \( K(x, t) = \frac{1}{\sqrt{2\pi}} e^{i\pi nt} \), so the operator \( K \) is the Fourier transform.

The space \( \mathcal{P} \) becomes the classical Paley-Wiener space \( \mathcal{PW} \). Now, take \( N = \mathbb{Z} \) and the functions
\[ P_n(t) = Q_n(t) = \phi_n(t) = \frac{1}{\sqrt{2}} e^{i\pi nt}, \quad n \in \mathbb{Z}. \]

Then, \( S_n(x) \) is
\[ S_n(x) = \tilde{K}(\chi_I Q_n)(x) = \int_{-1}^{1} \frac{1}{\sqrt{2\pi}} \frac{e^{-i\pi nt} e^{i\pi nt}}{\sqrt{2}} \, dt = \frac{\sin(x - \pi n)}{\sqrt{\pi(x - \pi n)}}. \]

From this expression, by using (11) we obtain (1).

Moreover, using the identity
\[ \frac{1}{\pi} \int_{\mathbb{R}} \frac{\sin(x - \pi n)}{x - \pi n} f(x) \, dx = f(\pi n), \quad f \in \mathcal{PW}; \]
and (12), we deduce the classical Whittaker-Shannon-Kotel’nikov sampling theorem

\[ f(x) = \sum_{n=0}^{\infty} \frac{\sin(x - \pi n)}{x - \pi n} f(\pi n). \]

3.2. Gegenbauer’s plane wave expansion. As in the previous case, take \( d\mu(x) = dx \), \( \Omega = \mathbb{R} \), \( I = [-1, 1] \), the kernel \( K(x, t) = \frac{1}{\sqrt{2\pi}} e^{ixt} \), \( \mathcal{K} \) the Fourier transform, and \( \mathcal{P} = \text{PW} \).

But, this time, consider \( N = \mathbb{N} \cup \{0\} \) and, using \( C_n^\beta(t) \) to denote the Gegenbauer polynomial of order \( \beta > -1/2 \) (with the usual trick of employing the Chebyshev polynomials if \( \beta = 0 \)), take the biorthonormal system

\[ P_n(t) = C_n^\beta(t), \]
\[ Q_n(t) = (1 - t^2)^{\beta - 1/2} C_n^\beta(t)/h_n \]

with

\[ h_n = \int_{-1}^{1} C_n^\beta(t)^2 (1 - t^2)^{\beta - 1/2} dt = \frac{\pi^{1/2} \Gamma(\beta + 1/2) \Gamma(2\beta + n)}{\Gamma(\beta) \Gamma(2\beta)(n + \beta)!}. \]

Using the integral

\[ \int_{\mathbb{R}} e^{-ixt} x^{-\beta} J_{\beta+n}(x) dx = \frac{2^{-\beta+1/2} \pi^{1/2} \Gamma(2\beta)(-1)^n n!}{\Gamma(\beta + 1/2) \Gamma(2\beta + n)} \left(1 - t^2\right)^{-1/2} C_n^\beta(t) \chi[-1,1](t) \]

(see [11, Ch. 3.3, (9), p. 123]) we deduce that

\[ S_n(x) = 2^{\beta - 1/2} \pi^{-1/2} i^n \Gamma(\beta)(\beta + n)x^{-\beta} J_{\beta+n}(x). \]

Then, (11) becomes (3).

Moreover, every function \( f \in \text{PW} \) admits an expansion in a uniformly convergent Fourier-Neumann series of the form

\[ f(x) = 2^{\beta - 1/2} \pi^{-1/2} \Gamma(\beta) \sum_{n=0}^{\infty} c_n(f) i^n (\beta + n)x^{-\beta} J_{\beta+n}(x), \]

with

\[ c_n(f) = \int_{\mathbb{R}} f(t) \mathcal{K}(\chi_{[-1,1]} C_n^\beta)(t) dt, \]

corresponding to the expansion (12). A more explicit expression (see (32)) for the coefficients \( c_n(f) \) will be given in the next section for some values of \( \beta \). Finally, since

\[ \|K(x, \cdot)\|_{L^2(I, dx)} = \frac{\|
abla x\|_{L^2([-1,1], dx)} = \frac{1}{\sqrt{2\pi}}, \]

Remark 2 automatically ensure that the above mentioned expansions converge uniformly on the real line.

4. THE DUNKL KERNEL ON THE REAL LINE

4.1. The Dunkl transform. For \( \alpha > -1 \), let \( J_\alpha \) denote the Bessel function of order \( \alpha \) and, for complex values of the variable \( z \), let

\[ I_\alpha(z) = 2^{\alpha} \Gamma(\alpha + 1) \frac{J_\alpha(iz)}{(iz)^\alpha} = \Gamma(\alpha + 1) \sum_{n=0}^{\infty} \frac{(z/2)^{2n}}{n! \Gamma(n + \alpha + 1)} \]

(\( I_\alpha \) is a small variation of the so-called modified Bessel function of the first kind and order \( \alpha \), usually denoted by \( I_\alpha \); see [26]). Moreover, let us take

\[ E_\alpha(z) = \frac{z}{2(\alpha + 1)} I_{\alpha+1}(z), \quad z \in \mathbb{C}. \]
The Dunkl operators on $\mathbb{R}^n$ are differential-difference operators associated with some finite reflection groups (see [7]). We consider the Dunkl operator $\Lambda_\alpha$, $\alpha \geq -1/2$, associated with the reflection group $\mathbb{Z}_2$ on $\mathbb{R}$ given by
\begin{equation}
\Lambda_\alpha f(x) = \frac{d}{dx} f(x) + \frac{2\alpha + 1}{x} \left( f(x) - f(-x) \right).
\end{equation}
For $\alpha \geq -1/2$ and $\lambda \in \mathbb{C}$, the initial value problem
\begin{equation}
\begin{aligned}
\Lambda_\alpha f(x) &= \lambda f(x), \quad x \in \mathbb{R}, \\
F(0) &= 1
\end{aligned}
\end{equation}
has $E_\alpha(\lambda x)$ as its unique solution (see [8] and [18]); this function is called the Dunkl kernel. For $\alpha = -1/2$, it is clear that $\Lambda_{-1/2} = d/dx$, and $E_{-1/2}(\lambda x) = e^{\lambda x}$.

Let $d\mu_\alpha(x) = (2^{\alpha+1}\Gamma(\alpha+1))^{-1}|x|^{2\alpha+1} dx$ and write
\begin{equation}
E_\alpha(ix) = 2^{\alpha}\Gamma(\alpha+1) \left( \frac{J_\alpha(x)}{x^\alpha} + \frac{J_{\alpha+1}(x)}{x^{\alpha+1}} x^i \right).
\end{equation}
In a similar way to the Fourier transform (which is the particular case $\alpha = -1/2$), the Dunkl transform of order $\alpha \geq -1/2$ is given by
\begin{equation}
F_\alpha f(y) = \int_{\mathbb{R}} f(x)E_\alpha(-iyx) d\mu_\alpha(x), \quad y \in \mathbb{R},
\end{equation}
for $f \in L^1(\mathbb{R}, d\mu_\alpha)$. By means of the Schwartz class $S(\mathbb{R})$, the definition is extended to $L^2(\mathbb{R}, d\mu_\alpha)$ in the usual way. In [18], it is shown that $F_\alpha$ is an isometric isomorphism on $L^2(\mathbb{R}, d\mu_\alpha)$ and that
\begin{equation}
F_-\alpha f(y) = F_\alpha f(-y)
\end{equation}
for functions such that $f, F_\alpha f \in L^1(\mathbb{R}, d\mu_\alpha)$.

From Fubini’s theorem, it follows that the Dunkl transform satisfies the multiplication formula
\begin{equation}
\int_{\mathbb{R}} u(y)F_\alpha v(y) d\mu_\alpha(y) = \int_{\mathbb{R}} F_\alpha u(y)v(y) d\mu_\alpha(y).
\end{equation}

Finally, let us take into account that the Dunkl transform $F_\alpha$ can also be defined in $L^2(\mathbb{R}, d\mu_\alpha)$ for $-1 < \alpha < -1/2$, although the expression (16) is no longer valid for $f \in L^1(\mathbb{R}, d\mu_\alpha)$ in general. However, it preserves the same properties in $L^2(\mathbb{R}, d\mu_\alpha)$; see [20] for details. This allows us to extend our study to the case $\alpha > -1$.

4.2. The sampling theorem related to the Dunkl transform. In our general setup developed in subsection 2.2, let us start by taking $\Omega = \mathbb{R}$, $I = [-1,1]$, $d\mu = d\mu_\alpha$, with $\alpha > -1$, and $L^2(I, d\mu) = L^2([-1,1], d\mu_\alpha)$. On this space, we consider the kernel $K(x,t) = E_\alpha(ixt)$, so the corresponding operator is $K = F_\alpha$, i.e., the abovementioned Dunkl transform.

Now, as usual in sampling theory, we take the space of Paley-Wiener type that, in our setting, is defined as
\begin{equation}
PW_\alpha = \left\{ f \in L^2(\mathbb{R}, d\mu_\alpha) : f(x) = \int_{-1}^{1} u(t)E_\alpha(ixt) d\mu_\alpha(t), \; u \in L^2([-1,1], d\mu_\alpha) \right\}
\end{equation}
endowed with the norm of $L^2(\mathbb{R}, d\mu_\alpha)$. (This space is characterized in [2, Theorem 5.1] as being the space of entire functions of exponential type 1 that belong to $L^2(\mathbb{R}, d\mu_\alpha)$ when restricted to the real line.) Then, take, of course $P = PW_\alpha$.

It is well-known that the Bessel function $J_{\alpha+1}(x)$ has an increasing sequence of positive zeros $\{s_n\}_{n\geq1}$. Consequently, the real function $\text{Im}(E_\alpha(iy)) = \frac{x}{2(\alpha+1)} J_{\alpha+1}(ix)$ is odd and it has an infinite sequence of zeros $\{s_n\}_{n \in \mathbb{Z}}$ (with $s_{-n} = -s_n$ and $s_0 = 0$). Then, following [6] (or [5]), let us define the functions
\begin{equation}
e_{\alpha,n}(t) = d_nE_\alpha(is_nt), \quad n \in \mathbb{Z}, \quad t \in [-1,1],
\end{equation}
where
\[
d_n = \frac{2^{\alpha/2}(\Gamma(\alpha + 1))^{1/2}}{|I_\alpha(is_n)|}, \quad n \neq 0, \quad d_0 = 2^{(\alpha+1)/2}(\Gamma(\alpha + 2))^{1/2}.
\]

With this notation, the sequence of functions \(\{e_{\alpha,n}\}_{n \in \mathbb{Z}}\) is a complete orthonormal system in \(L^2([-1, 1], d\mu_\alpha)\), for \(\alpha > -1\). Thus, let us take \(N = \mathbb{Z}\) and \(P_n(t) = Q_n(t) = e_{\alpha,n}(t)\).

On the other hand, let us use that, for \(x, y \in \mathbb{R}\), \(x \neq y\) and \(\alpha > -1\), we have
\[
\int_{-1}^{1} E_\alpha(ixt)e_{\alpha,0}(iyt) \, d\mu_\alpha(t) = \frac{1}{2^{\alpha+1}\Gamma(\alpha + 2)} \frac{xI_{\alpha+1}(ix)yI_{\alpha+1}(iy) - yI_{\alpha+1}(iy)I_\alpha(ix)}{x - y}
\]
(the proof can be found in [3] or [6]). Then,
\[
S_\alpha(x) = \tilde{K}(\chi_{[-1,1]}Q_n)(x) = \int_{-1}^{1} E_\alpha(ixt)e_{\alpha,n}(t) \, d\mu_\alpha(t)
\]
\[
= \frac{d_n}{2^{\alpha+1}\Gamma(\alpha + 2)} \frac{xI_{\alpha+1}(ix)I_\alpha(is_n) - s_nI_{\alpha+1}(is_n)I_\alpha(ix)}{x - s_n}
\]
\[
= \frac{d_n}{2^{\alpha+1}\Gamma(\alpha + 2)} \frac{xI_{\alpha+1}(ix)}{x - s_n}
\]
because \(I_{\alpha+1}(is_n) = 0\). Consequently,
\[
E_\alpha(ixt) = \sum_{n \in \mathbb{Z}} e_{\alpha,n}(t) \frac{d_n}{2^{\alpha+1}\Gamma(\alpha + 2)} \frac{xI_{\alpha+1}(ix)}{x - s_n}
\]
\[
= I_{\alpha+1}(ix) + \sum_{n \in \mathbb{Z}\setminus\{0\}} \frac{E_\alpha(is_n)}{2(\alpha + 1)I_\alpha(is_n)} \frac{xI_{\alpha+1}(ix)}{x - s_n},
\]
which corresponds to the formula (11) in Theorem 1.

Finally, the formula (12) in Theorem 1 says that, if \(f \in PW_\alpha\), then \(f\) has the representation
\[
f(x) = f(s_0)I_{\alpha+1}(ix) + \sum_{n \in \mathbb{Z}\setminus\{0\}} f(s_n) \frac{xI_{\alpha+1}(ix)}{2(\alpha + 1)I_\alpha(is_n)(x - s_n)},
\]
that converges in the norm of \(L^2(\mathbb{R}, d\mu_\alpha)\). This is so because the coefficients \(c_n(f)\) in (12) are \(c_n(f) = d_n f(s_n)\), as we can see in what follows:
\[
c_n(f) = \int_{\mathbb{R}} f(t) F_\alpha(\chi_{[-1,1]}e_{\alpha,n})(t) \, d\mu_\alpha(t)
\]
\[
= \int_{\mathbb{R}} f(t) \int_{-1}^{1} e_{\alpha,n}(x) E_\alpha(-ixt) \, d\mu_\alpha(x) \, d\mu_\alpha(t)
\]
\[
= \int_{-1}^{1} e_{\alpha,n}(x) \int_{\mathbb{R}} f(t) E_\alpha(-ixt) \, d\mu_\alpha(t) \, d\mu_\alpha(x)
\]
\[
= d_n \int_{-1}^{1} E_\alpha(is_n) \int_{\mathbb{R}} f(t) E_\alpha(-ixt) \, d\mu_\alpha(t) \, d\mu_\alpha(x) = d_n f(s_n),
\]
where in the last step we have used that \(f \in PW_\alpha\). Moreover, by using L’Hospital rule in (20), it is not difficult to check that
\[
\left\| \frac{E_\alpha(x\cdot)}{(x\cdot)\alpha} \right\|_{L^2([-1,1], d\mu_\alpha)}^2 = \int_{-1}^{1} \frac{|E_\alpha(ixr)|^2}{x^2} \, d\mu_\alpha(r)
\]
\[
= \frac{1}{2^{\alpha+1}\Gamma(\alpha + 2)} \left( \frac{x^2}{2(\alpha + 1)} I_{\alpha+1}^2(ix) - (2\alpha + 1)I_{\alpha+1}(ix)I_\alpha(ix) + 2(\alpha + 1)I_\alpha^2(ix) \right).
\]
and this norm is bounded on every compact set on the real line. So, by Remark 2, the series (21) converges uniformly in compact subsets of \( \mathbb{R} \). (21) is the sampling theorem related to the Dunkl transform that has been established in [6].

4.3. Fourier-Neumann type expansion. Following [9, Definition 1.5.5, p. 27], let us introduce the generalized Gegenbauer polynomials \( C_{n}^{(\lambda,\mu)}(t) \) for \( \lambda > -1/2, \mu \geq 0 \) and \( n \geq 0 \) (the case \( \mu = 0 \) corresponding to the ordinary Gegenbauer polynomials); actually, for convenience with the notation of this paper, we are going to use \( C_{n}^{(\beta+1/2,\alpha+1/2)}(x) \). In this way, for \( \beta > -1 \) and \( \alpha \geq -1/2 \), the generalized Gegenbauer polynomials are defined by

\[
C_{2n}^{(\beta+1/2,\alpha+1/2)}(t) = (-1)^n \frac{(\alpha + \beta + 1)_n}{(\alpha + 1)_n} P_n^{(\alpha,\beta)}(1 - t^2),
\]

\[
C_{2n+1}^{(\beta+1/2,\alpha+1/2)}(t) = (-1)^n \frac{(\alpha + \beta + 1)_{n+1}}{(\alpha + 1)_{n+1}} t P_{n}^{(\alpha+1,\beta)}(1 - t^2),
\]

where in the coefficients we are using the Pochhammer symbol \( (a)_n = a(a + 1) \cdots (a + n - 1) = \Gamma(a + n)/\Gamma(a) \). Note that there is no problem in extending the definition of the generalized Gegenbauer polynomials taking \( \alpha > -1 \), so we will assume this situation.

From the \( L^2 \)-norm of the Jacobi polynomials (see [12, Ch. 16.4, (5), p. 285]), it is easy to find

\[
h_{2n}^{(\beta,\alpha)} = \int_{-1}^{1} \left[ C_{2n}^{(\beta+1/2,\alpha+1/2)}(t) \right]^2 (1 - t^2)^{\beta} \, d\mu_{\alpha}(t)
\]

\[
= \frac{1}{2^{\alpha+1} (\alpha + \beta + 2n + 1) \Gamma(\alpha + \beta + n + 1)} \Gamma(\alpha + 1) \Gamma(\beta + n + 1) \Gamma(\alpha + \beta + 1) n!^{\alpha+1},
\]

\[
h_{2n+1}^{(\beta,\alpha)} = \int_{-1}^{1} \left[ C_{2n+1}^{(\beta+1/2,\alpha+1/2)}(t) \right]^2 (1 - t^2)^{\beta} \, d\mu_{\alpha}(t)
\]

\[
= \frac{1}{2^{\alpha+1} (\alpha + \beta + 2n + 2) \Gamma(\alpha + \beta + n + 2)} \Gamma(\alpha + 1) \Gamma(\beta + n + 1) \Gamma(\alpha + \beta + n + 2) \Gamma(\alpha + \beta + 1) n!^{\alpha+1}.
\]

Finally, given \( \alpha > -1 \), we define the functions \( J_{\alpha,n}(x) \) by

\[
J_{\alpha,n}(x) = \frac{h_{\alpha+1/2}^{(\alpha+1,\alpha+1)}(x)}{x^{\alpha+1}}, \quad x \in \mathbb{R}, \quad n = 0, 1, 2, \ldots;
\]

as these functions arise in Fourier-Neumann series, we will allude to \( J_{\alpha,n}(x) \) using the name of Neumann functions.\(^2\) From the identities

\[
\int_{0}^{\infty} \frac{J_{\alpha}(x) J_{\beta}(x)}{x} \, dx = \frac{2 \sin((b - a)\pi/2)}{\pi} \frac{1}{b^2 - a^2}, \quad a > 0, \quad b > 0, \quad a \neq b,
\]

\[
\int_{0}^{\infty} \frac{J_{\alpha}(x)^2}{x} \, dx = \frac{1}{2a^2}, \quad a > 0,
\]

and taking into account that \( J_{\alpha,n}(x) \) is even or odd according to \( n \) being even or odd, respectively, it follows that \( \{J_{\alpha,n}(x)\}_{n \geq 0} \) is an orthogonal system on \( L^2(\mathbb{R}, d\mu_{\alpha}) \), namely,

\[
\int_{\mathbb{R}} J_{\alpha,n}(x) J_{\alpha,m}(x) \, d\mu_{\alpha}(x) = \delta_{n,m} \frac{\Gamma(\alpha + 1) (\alpha + n + 1)}{2^{\alpha+1} \Gamma(\alpha + 1) (\alpha + n + 1)}.
\]

Generalized Gegenbauer polynomials and Neumann functions are the main ingredients for obtaining the Dunkl analogue of Gegenbauer’s expansion of the plane wave. To establish this result we need a relation between them. By using the notation

\[
P_{n}^{(\alpha,\beta)}(t) = C_{n}^{(\beta+1/2,\alpha+1/2)}(t),
\]

\[
Q_{n}^{(\alpha,\beta)}(t) = (h_{n}^{(\beta,\alpha)})^{-1} (1 - t^2)^{\beta} C_{n}^{(\beta+1/2,\alpha+1/2)}(t)
\]

\(^2\) In the literature, the name “Neumann functions” is sometimes used for the Bessel functions of the second kind \( Y_{\alpha}(x) \), but these functions will not arise in this paper.
(where \( h_n^{(\beta,\alpha)} \) is given in (24) and (25)), this relation is given in the following lemma that, moreover, can have independent interest:

**Lemma 1.** Let \( \alpha, \beta > -1, \alpha + \beta > -1, \) and \( k = 0, 1, 2, \ldots \). The Dunkl transform of order \( \alpha \) of \( J_{\alpha+\beta,k}(x) \) is

\[
F_\alpha(J_{\alpha+\beta,k}(x)) = \frac{(-i)^k}{2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1)(\alpha + \beta + k + 1)} Q_k^{(\alpha,\beta)}(t) \chi_{[-1,1]}(t).
\]

Moreover, if \( \beta < 1 \), we have\(^3\)

\[
F_\alpha(|x|^{2\beta} J_{\alpha+\beta,k}(x))(t) = \frac{2^{\beta} \Gamma(\alpha + \beta + 1)}{\Gamma(\alpha + 1)} (-i)^k P_k^{(\alpha,\beta)}(t), \quad t \in [-1,1].
\]

**Remark 3.** There is a delicacy with the formulas in Lemma 1. Actually, \( F_\alpha \) was defined, as a first step, as a Lebesgue integral for suitably integrable functions. Then, \( F_\alpha \) is extended to \( L^p \) spaces where the integral representation is no longer valid for some functions. Now, the integrals

\[
\int_0^\infty x^{-\lambda} J_\mu(ax) J_\nu(bx) \, dx
\]

from [12, Ch. 8.11] or [26, Ch. XIII] that we will use in the proof are improper Riemann integrals. Hence, the proper understanding of those integrals should be as

\[
\lim_{N \to \infty} \int_0^N x^{-\lambda} J_\mu(ax) J_\nu(bx) \, dx.
\]

Since \( J_{\alpha+\beta,k}(x) \chi_{[-N,N]} \) and \( |x|^{2\beta} J_{\alpha+\beta,k}(x) \chi_{[-N,N]} \) are integrable functions, the integral form of \( F_\alpha \) is valid here and (28) and (29) can be understood as

\[
\lim_{N \to \infty} F_\alpha(J_{\alpha+\beta,k}(x))(t), \quad \lim_{N \to \infty} F_\alpha(|x|^{2\beta} J_{\alpha+\beta,k}(x))(t),
\]

and the identities in the lemma hold in the almost everywhere sense. Finally, the \( L^2 \) boundedness of \( F_\alpha \) allows us to understand these identities in the \( L^2 \) sense. From now on, we will no longer mention these details.

We postpone the proof of Lemma 1 to subsection 5.2. With Lemma 1, we already have all the tools for proving:

**Theorem 2.** Let \( \alpha, \beta > -1 \) and \( \alpha + \beta > -1 \). Then for each \( x \in \mathbb{R} \) the following expansion holds in \( L^2([-1,1],d\mu_\alpha) \):

\[
E_\alpha(ixt) = 2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1) \sum_{n=0}^\infty i^n (\alpha + \beta + n + 1) J_{\alpha+\beta,n}(x) C_n^{(\beta+1/2,\alpha+1/2)}(t).
\]

Moreover, for \( \beta < 1 \) and \( f \in PW_\alpha \), we have the orthogonal expansion

\[
f(x) = \sum_{n=0}^\infty a_n(f)(\alpha + \beta + n + 1) J_{\alpha+\beta,n}(x)
\]

with

\[
a_n(f) = 2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1) \int_\mathbb{R} f(t) J_{\alpha+\beta,n}(t) \, d\mu_{\alpha+\beta}(t).
\]

Furthermore, the series converges uniformly in compact subsets of \( \mathbb{R} \).

\(^3\)Observe that nothing is said about outside the interval \([-1,1]\); this does not mean that this expression vanishes for \(|t| > 1\), that is not true when \( \beta \neq 0 \).
Now, by (29) and the multiplication formula again, we have

Then, the identity given by (12) becomes

with

Let us see that, when \( \beta < 1 \), the coefficient \( c_n(f) \) can be written as

which implies (32) with \( a_n(f) = 2^{\alpha + \beta + 1} \Gamma(\alpha + \beta + 1) i^n c_n(f) \).

Indeed, if we consider \( u \) such that \( f = \mathcal{F}_\alpha^{-1}(u\chi_{[-1,1]}) \) and use the multiplication formula (17), we can write

Now, by (29) and the multiplication formula again, we have

It is clear that \( \mathcal{F}_\alpha(u\chi_{[-1,1]})(t) = f(-t) \), so the change of variable from \( t \) to \(-t\) gives

because \( \mathcal{J}_{\alpha+\beta,n}(-t) = (-1)^n \mathcal{J}_{\alpha+\beta,n}(t) \).

\( \square \)

**Remark 4.** Actually, formulas (3) and (30) are equivalent for \( \alpha \geq -1/2 \). The proof in one direction is clear, just by specializing the parameters. To obtain (30) from (3), we can use the intertwining operator

(see [9, Definition 1.5.1, p. 24], we change the parameter \( \mu \) in the definition given in [9] by \( \alpha + 1/2 \), defined for \( \alpha \geq -1/2 \). With this notation we have

and

In this way, applying \( V_\alpha \) to (3) (with \( \alpha + \beta + 1 \) instead of \( \beta \) we get (30). This idea has been used for the higher rank in [21], where the author assumes that (3) was already known,
and then (30) is established for \( \alpha \geq -1/2 \) by using the intertwining operator. This gives a considerably shorter proof. Instead, with the method followed in the proof of Theorem 2, the identity (30) not only can be found for \( \alpha > -1 \), but also is proved directly and then, as a particular case, (3) holds.

**Remark 5.** Another way of obtaining (30) is as follows. Some results from [13] were generalized in [25] to

\[
\sum_{m=0}^{\infty} a_m b_m (zw)^m = \sum_{n=0}^{\infty} (-z)^n n! (\gamma + n) \left( \sum_{r=0}^{\infty} \frac{b_{n+r} z^r}{r! (\gamma + 2n + 1)} \right) \left( \sum_{s=0}^{n} \frac{(-w)_s (n + \gamma)_s}{s! a_s w^s} \right).
\]

When \( z \) and \( w \) are replaced by \( z\gamma \) and \( w/\gamma \), respectively, and we let \( \gamma \to \infty \), we get the companion formula

\[
\sum_{m=0}^{\infty} a_m b_m (zw)^m = \sum_{n=0}^{\infty} \frac{(-z)^n}{n!} \left( \sum_{j=0}^{\infty} \frac{b_{n+j} z^j}{j!} \right) \left( \sum_{k=0}^{n} \frac{(-w)_k a_k w^k}{k!} \right)
\]

(these formulas are also stated in [16, Ch. 9]). These expansions contain several expansions in terms of Jacobi polynomials of argument \( 1 - 2t^2 \) (i.e., generalized Gegenbauer polynomials). In particular, (30) follows in this way.

### 4.4. Consequences for the Hankel transform.

For \( \alpha > -1 \), consider the so-called modified Hankel transform \( H_\alpha \), that is

\[
(34) \quad H_\alpha f(y) = \int_0^{\infty} \frac{J_\alpha(xy)}{(xy)^\alpha} f(y) x^{\alpha+1} \, dx, \quad x > 0.
\]

The kernel \( E_\alpha(ixt) \) of the Dunkl transform (16) can be written in terms of the Bessel functions of order \( \alpha \) and \( \alpha + 1 \), and this clearly allows us to study the Hankel transform as a simple consequence of the Dunkl transform. In particular, if we have a function \( f \in L^2((0, \infty), x^{2\alpha+1} \, dx) \), we can take the even extension \( f(|\cdot|) \in L^2(\mathbb{R}, d\mu_\alpha) \). Then, using that \( J_\alpha(x)/x^\alpha \) is even and \( J_{\alpha+1}(x)/x^\alpha \) is odd, we write (34) as

\[
H_\alpha f(y) = F_\alpha(f(|\cdot|))(y).
\]

The Paley-Wiener space for the Hankel transform is given by

\[
PW_\alpha' = \left\{ f \in L^2((0, \infty), x^{2\alpha+1} \, dx) : f(t) = \int_0^1 u(x) \frac{J_\alpha(xt)}{(xt)^\alpha} x^{2\alpha+1} \, dx, \quad u \in L^2((0,1), x^{2\alpha+1} \, dx) \right\};
\]

also, note that if \( f \in PW_\alpha' \), then both the even extension \( f(|\cdot|) \) and the odd extension \( \text{sgn}(\cdot)f(|\cdot|) \) belong to \( PW_\alpha \).

So, let us adapt the sampling formula of subsection 4.2 and the Theorem 2 of subsection 4.3 to the context of the Hankel transform.

#### 4.4.1. The sampling formula for the Hankel transform.

For \( f \in PW_\alpha' \), taking its even extension \( f(|\cdot|) \), using that \( s_{-n} = -s_n \) and grouping the summands corresponding to \( 1/(x - s_n) \) and \( 1/(x + s_n) \) in (21), we get

\[
f(x) = f(s_0) I_{\alpha+1}(ix) + \sum_{n=1}^{\infty} f(s_n) \frac{I_{\alpha+1}(ix)}{(\alpha + 1)I_\alpha(is_n)} \frac{x^2}{x^2 - s_n^2}.
\]

Similarly, with the odd extension of \( f \), (21) becomes

\[
f(x) = \sum_{n=1}^{\infty} f(s_n) \frac{I_{\alpha+1}(ix)}{(\alpha + 1)I_\alpha(is_n)} \frac{s_n^2}{x^2 - s_n^2}.
\]
The latter identity corresponds to the well-known Higgins sampling theorem for the Hankel transform \[15\].

4.4.2. **A version of the Theorem 2 for the Hankel transform.** Let us observe that
\[
\frac{J_\alpha(xt)}{(xt)^\alpha} = \frac{1}{2^{\alpha+1}\Gamma(\alpha+1)}(E_\alpha(ixt) + \overline{E_\alpha(ixt)}).
\]
From this, it is very easy to adapt (30) to the new context, and to write it in terms of Jacobi polynomials by using (22). Given \(f \in \mathcal{P}_W^{\alpha}\), let us consider its even extension \(f(|\cdot|) \in \mathcal{P}_W^{\alpha}\). Applying (31) to this even function, it becomes an expansion that only contains \(J_{\alpha+\beta,2n}(x) = J_{\alpha+\beta+2n+1}(x)/x^{\alpha+\beta+1}\) (i.e., only with even indexes).

Thus, the results corresponding to the Hankel transforms can be summarized in this way:

**Corollary 3.** Let \(\alpha, \beta > -1\) and \(\alpha + \beta > -1\). Then for each \(x \in (0, \infty)\) the following expansion holds in \(L^2((0, 1), x^{2\alpha+1} \, dx)\):
\[
(35) \quad \frac{J_\alpha(xt)}{(xt)^\alpha} = \sum_{n=0}^{\infty} \frac{2^{\alpha+1}(\alpha + \beta + 2n + 1)\Gamma(\alpha + \beta + n + 1)}{\Gamma(\alpha + n + 1)} J_{\alpha+\beta,2n}(x) P_n^{(\alpha,\beta)}(1 - 2t^2).
\]
Moreover, for \(\beta < 1\) and \(f \in \mathcal{P}_W^{\alpha}\), we have the orthogonal expansion
\[
f(x) = \sum_{n=0}^{\infty} a_n(f)(\alpha + \beta + 2n + 1)J_{\alpha+\beta,2n}(x)
\]
with
\[
a_n(f) = 2 \int_0^{\infty} f(t)J_{\alpha+\beta,2n}(t) t^{2\alpha+2\beta+1} \, dt.
\]
Furthermore, the series converges uniformly in compact subsets of \((0, \infty)\).

**Remark 6.** In the particular case \(\alpha = -1/2\), on using \(J_{-1/2}(z) = 2^{1/2}\pi^{-1/2}z^{-1/2}\cos(z)\) and (22), the formula (35) becomes
\[
(36) \quad \frac{x^{\beta+1/2}}{2^{\beta+1/2}\Gamma(\beta + 1/2)} \cos(xt) = \sum_{n=0}^{\infty} (-1)^n (2n + \beta + 1/2)J_{\beta+2n+1/2}(x)C_{2n}^{\beta+1/2}(t),
\]
which is already known (see [26, §11.5, formula (5), p. 369]). On the other hand, following the procedure described in Remark 4, from this expression we can obtain another proof of (35), valid for \(\alpha > -1/2\). Let us assume that (36) is already known, and we write it with \(\alpha + \beta + 1/2\) instead of \(\beta\); then, by applying the intertwining operator \(V_\alpha\) and using (33), (22) and

\[
V_\alpha \cos(t) = 2^\alpha \Gamma(\alpha + 1) \frac{J_\alpha(t)}{t^\alpha},
\]
we get the identity (35), as desired.

Let us conclude by observing that the \(L^p\) convergence of the orthogonal series that appear in the previous corollary has been studied in the papers [24, 4] for functions in an appropriate \(L^p\) extension of the Paley-Wiener space.

5. **Technical Lemmas**

The main goal of this section is to prove Lemma 1, which is key in our study of the Dunkl transform on the real line. The proof is contained in subsection 5.2. With this target, we need to previously establish some formulas. They are given in subsection 5.1.
5.1. **Some integrals involving Bessel functions.** For the sake of completeness, let us start by proving two identities that express some integrals involving the product of two Bessel functions in terms of Jacobi polynomials. Such integrals are usually written in terms of hypergeometric functions; however their expressions as Jacobi polynomials are not easily found in the literature. For instance, they do not appear in the standard references [10, 26, 12]. In what follows, we can take into account the comments in Remark 3, but we will not repeat them.

**Lemma 2.** For \(\alpha, \beta > -1\) with \(\alpha + \beta > -1\), and \(n = 0, 1, 2, \ldots\), let us define

\[
I_-(\alpha, \beta, n)(t) = t^{-\alpha} \int_0^\infty x^{-\beta} J_{\alpha+\beta+2n+1}(x)J_{\alpha}(xt) \, dx,
\]

\[
I_+(\alpha, \beta, n)(t) = t^{-\alpha} \int_0^\infty x^\beta J_{\alpha+\beta+2n+1}(x)J_{\alpha}(xt) \, dx.
\]

Then, we have

\[
I_-(\alpha, \beta, n)(t) = 2^{-\beta} \frac{\Gamma(n+1)}{\Gamma(\beta+n+1)} (1 - t^2)^\beta P_n^{(\alpha, \beta)}(1 - 2t^2) \chi_{[0,1]}(t), \quad t \in (0, \infty).
\]

Assume further that \(\beta < 1\); then,

\[
I_+(\alpha, \beta, n)(t) = 2^{\beta} \frac{\Gamma(\alpha+\beta+n+1)}{\Gamma(\alpha+n+1)} P_n^{(\alpha, \beta)}(1 - 2t^2), \quad t \in (0, 1).
\]

**Proof.** We use the formula

\[
\int_0^\infty x^{-\lambda} J_{\mu}(ax)J_{\nu}(bx) \, dx = \frac{b^\nu a^{\lambda\nu-1} \Gamma\left(\frac{\mu+\nu-\lambda+1}{2}\right) \Gamma\left(\frac{\mu+\nu+\lambda+1}{2}\right)}{2^\lambda \Gamma(\nu+1) \Gamma(\frac{\lambda-\mu+\nu+1}{2})} 2F_1\left(\frac{\mu+\nu-\lambda+1}{2}, \frac{\nu-\lambda-\mu+1}{2}; \nu+1; \frac{b^2}{a^2}\right),
\]

valid when \(0 < b < a\) and \(-1 < \lambda < \mu + \nu + 1\); here, \(2F_1\) denotes the hypergeometric function (see [12, Ch. 8.11, (9), p. 48] or [26, Ch. XIII, 13.4 (2), p. 401]).

Then, let us start with (37). Taking \(a = 1\) and \(t = b\) in (39), and making the corresponding changes of variable and parameters (\(\nu = \alpha, \mu = \alpha + \beta + 2n + 1, \lambda = \beta\)) we get

\[
I_-(\alpha, \beta, n)(t) = \frac{\Gamma(n+\alpha+1)}{2^n \Gamma(\alpha+1) \Gamma(\beta+n+1)} 2F_1(\alpha + n + 1, -n - \beta; \alpha + 1; t^2),
\]

which is valid for \(\alpha > -1\) and \(\beta > -1\) in the interval \(0 < t < 1\). Moreover, we have

\[
2F_1(\alpha + n + 1, -n - \beta; \alpha + 1; t) = (1 - t)^\beta 2F_1(-n, \alpha + \beta + n + 1; \alpha + 1; t),
\]

where \(\alpha, \beta > -1, n = 0, 1, 2, \ldots\), and

\[
P_n^{(\alpha, \beta)}(y) = \frac{\Gamma(n+\alpha+1)}{\Gamma(\alpha+1) \Gamma(n+1)} 2F_1(-n, \alpha + \beta + n + 1; \alpha + 1; \frac{1-y}{2}),
\]

whenever \(\alpha, \beta > -1\) and \(-1 < y < 1\). Therefore,

\[
I_-(\alpha, \beta, n)(t) = 2^{-\beta} \frac{\Gamma(n+1)}{\Gamma(\beta+n+1)} (1 - t^2)^\beta P_n^{(\alpha, \beta)}(1 - 2t^2), \quad t \in (0, 1).
\]

Now, we are going to evaluate \(I_-(\alpha, \beta, n)(t)\) for \(t > 1\). To do that, let us take \(t = a, b = 1, \nu = \alpha + \beta + 2n + 1, \mu = \alpha,\) and \(\lambda = \beta\) in (39). In this way, \(\frac{1}{2}(\lambda+\mu-\nu+1) = 0, -1, -2, \ldots\), so the coecient \(1/\Gamma\left(\frac{1}{2}(\lambda+\mu-\nu+1)\right)\) vanishes and we get \(I_-(\alpha, \beta, n)(t) = 0\).

Finally, let us prove the second part of the lemma. To this end, we take, in (39), \(a = 1\) and \(t = b\), with parameters \(\lambda = -\beta, \mu = \alpha + \beta + 2n + 1\) and \(\nu = \alpha\). Then, for \(\beta < 1,\)

\(\alpha + \beta > -1,\) and \(0 < t < 1\) we get

\[
I_+(\alpha, \beta, n)(t) = \frac{2^\beta \Gamma(\alpha + \beta + n + 1)}{\Gamma(\alpha + 1) \Gamma(\beta + n + 1)} 2F_1(\alpha + \beta + n + 1, -n; \alpha + 1; t^2).
\]

Then, by using (40), (38) follows. \(\square\)
5.2. Proof of Lemma 1. We start by evaluating $F_{\alpha}(J_{\alpha+\beta,k})(t)$ for $\alpha > -1$ and $\alpha + \beta > -1$.

By definition,
\[
F_{\alpha}(J_{\alpha+\beta,k})(t) = \frac{1}{2} \int_{\mathbb{R}} J_{\alpha+\beta+k+1}(x) \left( \frac{J_{\alpha}(xt)}{(xt)^{\alpha}} - \frac{J_{\alpha+1}(xt)}{(xt)^{\alpha+1}} \right) |x|^{2\alpha+1} dx.
\]

For the case $k = 2n$, by decomposing into even and odd functions, we can write
\[
(41) \quad F_{\alpha}(J_{\alpha+\beta,2n})(t) = \int_{0}^{\infty} \frac{J_{\alpha+\beta+2n+1}(x) J_{\alpha}(xt)}{(xt)^{\alpha}} x^{2\alpha+1} dx.
\]

Then, for $t > 0$, by using (37) in Lemma 2, (22) and (24), it follows that
\[
F_{\alpha}(J_{\alpha+\beta,2n})(t) = t^{-\alpha} \int_{0}^{\infty} x^{-\beta} J_{\alpha+\beta+2n+1}(x) J_{\alpha}(xt) dx
\]
\[
= \frac{\Gamma(n+1)}{2^\beta \Gamma(\beta + n + 1)} (1 - t^2)^\beta P_{n}^{(\alpha,\beta)}(1 - 2t^2) \chi_{[0,1]}(t)
\]
\[
= (\alpha + \beta + 1) \Gamma(n+1) \Gamma(\alpha + n + 1) \Gamma(\alpha + \beta + n + 1) \Gamma(\alpha + \beta + n + 1)
\]
\[
= (-1)^n \frac{\Gamma(\alpha + \beta + 1) \Gamma(n + 1) \Gamma(\alpha + n + 1)}{2 \Gamma(\alpha + 1) \Gamma(\beta + n + 1) \Gamma(\alpha + \beta + n + 1)} (1 - t^2)^{\beta/2} C_{2n}^{(\alpha/2,\beta/2)}(t) \chi_{[0,1]}(t)
\]
\[
= \frac{i^k}{2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1) (\alpha + \beta + k + 1)} Q_{k}^{(\alpha,\beta)}(t) \chi_{[-1,0]}(t).
\]

For $t < 0$, let us make, in (41), the change $t_1 = -t$, use the evenness of the function $J_{\alpha}(z)/z^{\alpha}$, proceed as in the case $t > 0$, and undo the change. Then, we get
\[
F_{\alpha}(J_{\alpha+\beta,2n})(t) = \frac{i^k}{2^{\alpha+\beta+1} \Gamma(\alpha + \beta + 1) (\alpha + \beta + k + 1)} Q_{k}^{(\alpha,\beta)}(t) \chi_{[-1,0]}(t).
\]

Thus, (28) for even $k$ is proved. The case $k = 2n + 1$ is completely similar.

Proceeding in the same way, the formula (29) follows from (38).
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