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Abstract. For complex parameters \( \lambda \) and \( s \), consider the Lerch transcendent \( \Phi(\lambda, s, z) = \sum_{k=0}^{\infty} \lambda^k (k + z)^{-s} \) as a function of the complex variable \( z \). We analyze the asymptotic behavior of this function as \( \text{Re}\, s \to -\infty \).

1. Introduction

The Lerch transcendent is given by the series
\[
\Phi(\lambda, s, z) = \sum_{k=0}^{\infty} \frac{\lambda^k}{(k + z)^s};
\]
see [5, §1.11, p. 27] or [2, §25.14], for example. This function, defined by Mathias Lerch in 1887 in his paper [8], includes as special cases of the parameters the Hurwitz and Riemann zeta functions and the polylogarithms, among others, and therefore has applications ranging from number theory to physics. It is often used to obtain new identities; see, for instance, [3, 4, 7, 12]. Several kinds of asymptotic estimates for \( \Phi \) have been studied; see [6] and the references therein.

Here we shall consider \( \Phi \) as a function of the complex variable \( z \), with \( \lambda \) and \( s \) as parameters. We shall assume that the summands
\[
\frac{1}{(k + z)^s} = e^{-s \log(k+z)}, \quad k \in \mathbb{N} \cup \{0\},
\]
are evaluated using the principal branch of the logarithm, and thus are holomorphic on \( \mathbb{C} \setminus (-\infty, 0] \).

We are interested in the behavior as \( |s| \to \infty \) in a region with bounded imaginary part and with real part \( \text{Re}\, s \to -\infty \). Since
\[
|\Phi(\lambda, s, z)| = |k + z|^{-\text{Re}\, s} e^{\text{Im}\, s \arg(z+k)},
\]
the fact that \( \text{Im}\, s \) remains bounded means that this modulus is controlled by \( \text{Re}\, s \). This restriction will often allow us to reduce to the case of negative real \( s \) when obtaining estimates.

As far as the parameter \( \lambda \) is concerned, since \( \Phi(0, s, z) = z^{-s} \), we may exclude \( \lambda = 0 \) as a trivial case. If \( |\lambda| < 1 \) then, for any \( s \in \mathbb{C} \), the series (1)...
converges uniformly in $z$ on compact subsets of $\mathbb{C} \setminus (\infty, 0]$, and hence defines a holomorphic function in this region. We may enlarge the domain to allow $z \in \mathbb{C} \setminus \{0, -1, -2, \ldots \}$ by including the branch discontinuity of the principal argument, at the cost of losing holomorphy. This is standard in the mathematical literature, see for example the above mentioned [2, 5].

In addition, for $\Re s < 0$, the summand $(k+z)^{-s}$ in (1) can be continuously extended to $z = -k$ by defining $0^{-s} = 0$. In what follows, when $\Re s < 0$, we shall assume that $\Phi(\lambda, s, z)$ has been defined for all $z \in \mathbb{C}$ in this way.

Given the previous remarks, one sees that, for $|\lambda| < 1$ and $\Re s < 0$, $\Phi(\lambda, s, x)$ extends to a continuous function of $x \in [0, 1]$ and, in particular, it is absolutely integrable. In fact, absolute integrability holds for $\Re s < 1$, since, although we lose continuity at $x = 0$, we still have

$$\int_0^1 |\Phi(\lambda, s, x)| \, dx \leq \sum_{k=0}^{\infty} |\lambda|^k \int_0^1 \frac{dx}{(k+x)^{\Re s}} < +\infty$$

and for fixed $a > 0$, the series $\sum_k \lambda^k k^a$, considered as a power series in $\lambda$, has radius of convergence equal to 1.

The paper is structured as follows. In Section 2, we find the Fourier series of $\lambda^s \Phi(\lambda, s, x)$ for $x \in [0, 1]$, which is essentially the Lindelöf-Wirtinger expansion of $\Phi$ (Theorem 1); this approach follows [10, 11] and gives an alternative to the classical complex analytic methods as found for instance in [5, formula 1.11 (6), p. 28]. It is then shown that the Fourier series gives an asymptotic expansion for $\Phi(\lambda, s, z)$ as $s \to -\infty$, valid for $z = x \in [0, 1]$ (see Corollary 2). In Section 3, we prove the validity of this asymptotic expansion for arbitrary complex-valued $z$, and we show that it is uniform on compact subsets of $\mathbb{C}$; this is expressed in Theorem 3, which is the main result of the paper. Finally, in Sections 4 and 5, we consider some consequences of the main theorem and its application to special cases of the Lerch transcendent, such as the polylogarithm functions.

2. The Fourier series and asymptotics of $\Phi$ on $[0, 1]$

Let us begin by noting that Fourier analysis provides an easy and direct way of obtaining the Lindelöf-Wirtinger expansion (Theorem 1) for the Lerch transcendent. This important result is the starting point of our study. It can be found for instance in [5, p. 28] or [9, p. 34], and a special case already appears in [13]. For completeness and in order to focus attention on the use of Fourier analytic methods, we include a brief overview of the main results, detailing precisely the domains of validity.

We only need a few simple facts, the first of which is the well-known formula

$$\int_0^\infty e^{-ta} t^{-s} \, dt = a^{s-1} \Gamma(1-s), \quad \Re s < 0, \ \Re a > 0$$  \hspace{1cm} (3)

(this is [5, formula 1.5.1 (33), p. 12]); for $a > 0$ it is immediate by changing variables in the definition of $\Gamma(1-s)$, and follows for $\Re a > 0$ in general by analytic continuation. With this, obtaining the Fourier coefficients of $\lambda^s \Phi(\lambda, s, x)$ is an immediate computation.
Lemma 1. Let \( \lambda \) and \( s \) be complex parameters with \( 0 < |\lambda| < 1 \) and \( \Re s < 0 \). For every \( n \in \mathbb{Z} \), we have
\[
\int_0^1 \lambda^x \Phi(\lambda, s, x) e^{-2\pi i n x} \, dx = (2n\pi i - \log \lambda)^{s-1} \Gamma(1-s).
\]

Proof. Using (1) and (3), we have
\[
\int_0^1 \lambda^x \Phi(\lambda, s, x) e^{-2\pi i n x} \, dx = \sum_{k=0}^{\infty} \int_0^1 \frac{\lambda^{k+x}}{(k+x)^s} e^{-2\pi i n (k+x)} \, dx = \int_0^\infty \lambda^t e^{-2\pi i n t} t^{-s} \, dt \int_0^\infty e^{-t(2\pi i n - \log \lambda)} t^{-s} \, dt
\]
and applying (3) finishes the proof. One easily verifies that the exchange of sum and integral is justified. Note that we need \( \log |\lambda| < 0 \), which is indeed the case. \( \square \)

Finally, our hypotheses on the parameters imply that
\[
\Phi(\lambda, s, 0) = \sum_{k=1}^{\infty} \frac{\lambda^k}{k^s} = \lambda \Phi(\lambda, s, 1),
\]
hence \( \lambda^x \Phi(\lambda, s, x) \) extends to a continuous function on \([0, 1]\), and since it is of class \( C^{(1)} \) on \((0, 1)\), by Dirichlet’s basic theorem on the convergence of Fourier series, we obtain:

Theorem 1 (Lindelöf-Wirtinger expansion). Let \( \lambda \) and \( s \) be complex parameters with \( 0 < |\lambda| < 1 \) and \( \Re s < 0 \). Then
\[
\Phi(\lambda, s, x) = \lambda^{-x} \Gamma(1-s) \sum_{n \in \mathbb{Z}} (2n\pi i - \log \lambda)^{s-1} e^{2n\pi i x}, \quad x \in [0, 1],
\]
uniformly on \([0, 1]\).

Remark 1. When \( s = 1 - k \) with \( k \in \mathbb{N} \), the series defining \( \Phi(\lambda, s, z) \) actually sums to a polynomial in \( z \) of degree \( k-1 \), with coefficients that are rational functions in \( \lambda \) with a unique pole at \( \lambda = 1 \). In this case, \( \Phi(\lambda, s, z) \) extends to all values of \( \lambda \neq 0, 1 \). The relation
\[
\Phi(\lambda, 1-k, z) = -\frac{\mathcal{B}_k(z; \lambda)}{k}
\]
defines the Apostol-Bernoulli polynomials \( \mathcal{B}_k(z; \lambda) \) (see [1]). Thus we obtain, in particular, for \( k \geq 2 \),
\[
\mathcal{B}_k(x; \lambda) = -\lambda^{-x} k! \sum_{n \in \mathbb{Z}} \frac{e^{2n\pi i x}}{(2n\pi i - \log \lambda)^k}, \quad x \in [0, 1],
\]
under the restriction \( |\lambda| < 1 \). In fact the formula is valid for all \( \lambda \neq 0, 1 \), as was shown in [11] using certain algebraic properties of this polynomial family.

Remark 2. The Fourier series in Theorem 1 has two alternative forms, which we shall use in what follows:
\[
\frac{\lambda^x (-\log \lambda)^{1-s} \Phi(\lambda, s, x)}{\Gamma(1-s)} = \sum_{n \in \mathbb{Z}} (1 - \Lambda n)^{s-1} e^{2n\pi i x}, \quad \Lambda = \frac{2\pi i}{\log \lambda}, \tag{4}
\]
and the more compact
\[
\frac{1}{\Gamma(1-s)} \Phi(\lambda, s, x) = \sum_{a \in S} a^{s-1}e^{ax},
\]
where \( S = \{a_n = 2\pi in - \log \lambda : n \in \mathbb{Z}\} \) (this also the set of poles of the generating function of the Apostol-Bernoulli polynomials). It is worth noting that the set \( S \) does not depend on which branch of the logarithm is chosen and, therefore, the Lindelöf-Wirtinger expansion is also independent of this choice, provided that the same branch is used for the term \( \lambda^{-x} \) and the \( \log \lambda \) in the sum. Indeed, varying the branch is equivalent to shifting the index \( n \) in both the pole set \( S \) and the expansion.

In order to obtain asymptotic estimates, we need to order the poles \( S \) by their modulus. This ordering varies depending on \( \lambda \). The details are given in the following lemma, which is proved in [11].

**Lemma 2.** Let \( a_n = 2\pi in - \log \lambda \) with \( n \in \mathbb{Z} \), \( \lambda \in \mathbb{C} \), \( \lambda \neq 0 \).

(a) If \( \text{Im} \lambda > 0 \), then for \( n \geq 1 \), we have
\[
0 < |a_0| < |a_1| < |a_{-1}| < \cdots < |a_n| < |a_{-n}| < \cdots
\]
(b) If \( \text{Im} \lambda < 0 \), then for \( n \geq 1 \), we have
\[
0 < |a_0| < |a_{-1}| < |a_1| < \cdots < |a_n| < |a_{-n}| < \cdots
\]
(c) If \( \lambda > 0 \), then for \( n \geq 1 \), we have
\[
|a_0| < |a_1| = |a_{-1}| < \cdots < |a_n| = |a_{-n}| < \cdots
\]
(d) If \( \lambda < 0 \), then for \( n \geq 1 \), we have
\[
0 < |a_0| = |a_1| < |a_{-1}| = |a_2| < \cdots < |a_{-n}| = |a_{n+1}| < \cdots
\]
In addition, \( |a_n| \geq 2\pi(|n| - \frac{1}{2}) \geq \pi \) if \( |n| \geq 1 \).

From here on, we shall only consider partial sums of the series (5), \( \sum_{a \in F} \), over subsets \( \emptyset \neq F \subset S \) such that
\[
\max\{|a| : a \in F\} < \min\{|a| : a \in S \setminus F\} \overset{\text{def}}{=} \mu_F.
\]
This is necessary in order to have the partial sum be of greater order than the tail. Let us call such subsets *admissible*. The admissible sets vary depending on the cases established in the lemma. Note also that \( \mu_F > 1 \) as mentioned in the last line of the lemma.

The Fourier series of \( \lambda^s \Phi(\lambda, s, x) \) can be expressed in these terms as follows.

**Corollary 2.** Let \( \lambda \in \mathbb{C} \) with \( 0 < |\lambda| < 1 \), \( F \) an admissible set in the sense of (6), and \( s \in \mathbb{C} \) with \( \text{Re} s < \alpha < 0 \) and \( |\text{Im} s| \leq \beta \). Then,
\[
\frac{1}{\Gamma(1-s)} \Phi(\lambda, s, x) = \sum_{a \in F} a^{s-1}e^{ax} + O(\mu_F^{\text{Re} s - 1})
\]
holds uniformly in \( x \in [0, 1] \), where the constant implicit in the order term depends only on \( F \), \( \alpha \) and \( \beta \).
Proof. For simplicity, let us assume that $s \in \mathbb{R}$, with $s < \alpha < 0$ (and consequently $\beta = 0$). Taking into account (2), the proof of the general case only requires small modifications.

We need to bound the remainder in (5). Now, if $a \in S \setminus F$, then $|e^{ax}| = |\lambda^s e^{2\pi inx}| \leq 1$ for $0 < |\lambda| < 1$, $x \geq 0$, $n \in \mathbb{Z}$, hence

$$
\left| \sum_{a \in S \setminus F} a^{s-1} e^{ax} \right| \leq C_{\mu_F} \sum_{a \in S \setminus F} \left( \frac{|a|}{\mu_F} \right)^{s-1},
$$

and, since $|a_n| \geq 2\pi(|n| - \frac{1}{2}) \geq |n|$, the latter series is bounded by the constant

$$
C_{\alpha,F} = \sum_{|n| \geq 1} \left( \frac{|n|}{\mu_F} \right)^{\alpha-1} < +\infty.
$$

Using the language of special functions, we have proved that the Fourier series is a uniformly asymptotic series for $\Phi$ over $x \in [0,1]$, under the stated conditions of $\Re s \to -\infty$ with $\Im s$ bounded.

A priori, the Fourier series need not converge or even be an asymptotic series outside of $[0,1]$, and even if it is, it need not converge or be asymptotic to $\Phi$. We shall prove that in fact the result of Corollary 2 is still valid, uniformly over compact subsets of $\mathbb{C}$.

3. Extension to compact subsets of $\mathbb{C}$

In the case of the Apostol-Bernoulli polynomials, the fact that, in the language of the “umbral calculus,” they are a polynomial sequence of binomial type, can be used to prove that the Fourier series is an asymptotic series on arbitrary compact subsets of $\mathbb{C}$ (see [11]). This point of view exploits connections between the algebraic and combinatorial properties of polynomial families and their analytic expansions, such as asymptotic series.

Here we adapt the method used in [11] to express the values of $\Phi(\lambda,s,z)$ in terms of the values at $z = 0$, at the cost of having to vary $s$. Since we are no longer dealing with polynomials, the analytic estimates are more complicated.

**Lemma 3.** Let $N \in \mathbb{N}$, $s \in \mathbb{C}$ with $\Re s < 0$ and $\lambda \in \mathbb{C}$ with $0 < |\lambda| < 1$. Then, for $z \in \mathbb{C}$ and $|z| < N$,

$$
\Phi(\lambda,s,z) = \sum_{k=0}^{N-1} \frac{\lambda^k}{(k+z)^s} + \sum_{n \geq -\Re s - 1/2} \left( \begin{array}{c} -s \\ n \end{array} \right) z^n \sum_{k=N}^{\infty} \lambda^k \frac{1}{kn+s} + \sum_{n < -\Re s - 1/2} \left( \begin{array}{c} -s \\ n \end{array} \right) z^n \left( \Phi(\lambda,n+s,0) - \sum_{j=1}^{N-1} \frac{\lambda^j}{j^{n+s}} \right).
$$

**Proof.** For simplicity, let us assume again that $s \in \mathbb{R}$ and $s < 0$. The general case is taken care of similarly by (2) (this affects only the justification for changing the order of summation in the infinite series).
We begin by separating the series defining $\Phi$ into a partial sum and a tail:

$$\Phi(\lambda, s, z) = \sum_{k=0}^{N-1} \frac{\lambda^k}{(k+z)^s} + \sum_{k=N}^{\infty} \frac{\lambda^k}{(k+z)^s}. $$

Observe that if $|z| < N$ and $k \geq N$, we may expand the denominators as

$$(z+k)^{-s} = k^{-s} \sum_{n=0}^{\infty} \frac{(-s)^n (z)^n}{k^n} = \sum_{n<-s-1/2} \frac{(-s)^n z^n}{n^n} + \sum_{n\geq-s-1/2} \frac{(-s)^n z^n}{n^n}. $$

Then

$$\sum_{k=N}^{\infty} \frac{\lambda^k}{(k+z)^s} = \sum_{k=N}^{\infty} \frac{\lambda^k}{n^n} \sum_{n<-s-1/2} \frac{(-s)^n z^n}{n^n} + \sum_{k=N}^{\infty} \frac{\lambda^k}{n^n} \sum_{n\geq-s-1/2} \frac{(-s)^n z^n}{n^n}. $$

The first change in the order of summation is trivial, since one of the series is finite. For the second, we apply Fubini’s theorem, noting that if $n \geq -s-1/2$ (which implies $-s \leq n + 1$), then $\left|\sum_{n} (-s)^n\right| \leq n + 1$ and

$$\sum_{k=N}^{\infty} \left|\sum_{n\geq-s-1/2} \frac{(-s)^n z^n}{n^n}\right| \leq \sum_{k=N}^{\infty} \left|\sum_{n=0}^{n-s-1} \frac{(-s)^n z^n}{n^n}\right| \leq \sum_{k=N}^{\infty} \frac{\lambda^k}{(k^n z^n)^2} < +\infty,$$

since $|\lambda| < 1$ (if $s$ is complex and $|\text{Im} s| \leq \beta \in \mathbb{N}$, then an easy bound for $\left|\sum_{n} (-s)^n\right|$ is $(n + 1)(n + 2) \cdots (n + \beta + 1)$, and the justification is similar).

Finally, if $s + n < -1/2$ (<0), then

$$\sum_{k=N}^{\infty} \frac{\lambda^k}{k^n z^n} = \Phi(\lambda, n + s, 0) - \sum_{j=1}^{N} \frac{\lambda^j}{j^n z^n} (\text{since the sum corresponding to } j = 0 \text{ is null}).$$

Note that this does not work if $s + n > 0$ since in that case $\Phi(\lambda, n + s, z)$ does not extend continuously to $z = 0$. \hfill \square

We can now state the main theorem.

**Theorem 3.** Let $\lambda$ and $s$ be complex parameters with $0 < |\lambda| < 1$ and $\text{Re } s < 0$, $F$ an admissible set in the sense of (6), and $K$ a compact set in $\mathbb{C}$. Then, for $z \in K$ and $\text{Re } s \to -\infty$ with $|\text{Im } s|$ bounded,

$$\frac{1}{\Gamma(1-s)} \Phi(\lambda, s, z) = \sum_{a \in F} a^{s-1} e^{az} + O(\text{Re } s^{-1}),$$

where the constant implicit in the order term depends only on $F$, $K$, the bound for $|\text{Im } s|$ and $\lambda$. 

Proof. As before, let us assume that $s \in \mathbb{R}$ and $s \to -\infty$. The general case can be proved in a similar way by applying (2), and using the complex version of Stirling’s Formula, namely
\[
\Gamma(w) = e^{-w} e^{(w-1/2) \log w} (2\pi)^{1/2} \left(1 + O(w^{-1})\right), \quad |\arg w| \leq \pi - \varepsilon, \varepsilon > 0, |w| \to \infty
\]
to bound the $\Gamma(1 - s)$ factors which appear (see, for instance, [5, §1.18, p. 47]).

Given a compact subset $K$ of $\mathbb{C}$, fix $N$ such that $|z| < N$ for $z \in K$. Define
\[
R_F(\lambda, s, z) = \Phi(\lambda, s, z) \frac{\Gamma(1 - s)}{\Gamma(1 - s)} - \sum_{a \in F} a^{s-1} e^{az}.
\]
We shall show that, given a large negative number $s_0$, there exists a constant $C$ depending only on $F$, $K$ and $s_0$, such that
\[
|R_F(\lambda, s, z)| \leq C \mu_F^{s-1}, \quad s \leq s_0.
\]
By Lemma 3, we may separate $R_F(\lambda, s, z)$ into the following four terms:
\[
R_F(\lambda, s, z) = \left(\frac{1}{\Gamma(1 - s)} \sum_{k=0}^{N-1} \lambda^k (k + z)^s\right) + \left(\frac{1}{\Gamma(1 - s)} \sum_{n \geq -s - 1/2} (-s) \sum_{n=0}^{\infty} \lambda^k k^{n+s}\right)
\]
\[
- \left(\frac{1}{\Gamma(1 - s)} \sum_{n < -s - 1/2} (-s) \sum_{j=1}^{N-1} \lambda^j j^{n+s}\right) + \left(\frac{1}{\Gamma(1 - s)} \sum_{n < -s - 1/2} (-s) \sum_{j=1}^{\infty} \lambda^j j^{n+s}\right).
\]

The finite sum in (I) is easily seen to be uniformly bounded for $z \in K$ by a factor of the form $\gamma^{-s}$ with $\gamma > 0$. The presence of $\Gamma(1 - s)$ in the denominator implies that (I) is actually $O(\delta^{s-1})$ for any $\delta > 1$, not just for $\delta = \mu_F$.

For the sum that appears in (II), since $|(-s)| \leq n + 1$ and $|z| \leq r < N$ for $z \in K$, with $r$ depending only on the compact set $K$, we get the bound
\[
\sum_{n=0}^{\infty} \sum_{n \geq -s - 1/2} (n+1) b^n \frac{r^n}{k^n}.
\]
Noting that, for $b < 1$ and $m$ an integer,
\[
\sum_{n=m}^{\infty} (n+1) b^n = \frac{b^n}{(1-b)^2} (1 + m(1-b)),
\]
and since $\sum_{n \geq -s - 1/2} = \sum_{n=m}^{\infty}$ with $-s - 2 \leq m \leq -s + 1$, we have, for any $k \geq N$, the bound
\[
\sum_{n \geq -s - 1/2} \frac{(n+1) r^n k^n}{k^n} \leq \left(\frac{r}{k}\right)^{-s-2} \frac{1 + (-s + 1)(1 - r/k)}{(1 - r/k)^2} \leq \frac{k^4 N^{s-2} (2-s)}{k^n (N-r)}.
\]
Thus the sum in (II) is bounded for
\[
\frac{N^{-s-2}(2-s)}{N-r} \sum_{k=N}^{\infty} k^4|\lambda|^k = C(2-s)N^{-s-1}
\]
where the constant $C$ depends only on $N$, $N-r$ and $\lambda$, and hence only on the compact set $K$ and $\lambda$. Again, the $\Gamma(1-s)$ term in the denominator shows that (II) has order $O(\delta^{s-1})$ for any $\delta > 1$.

In (III), since the sum in $j$ is finite, we consider each such summand separately and study the behavior as $s \to -\infty$ of the expressions
\[
\frac{1}{\Gamma(1-s)} \sum_{n<_s-1/2} \left( -s \right) \frac{|z|^n}{n^a+s^j}
\]
where $a = 1, 2, \ldots, N-1$ and $|z| < N$. Note that $a^n \geq 1$. Dividing and multiplying by $N^{-s}$ and noting that $0 < \left( \frac{z}{n} \right) < 2 \cdot 2^{-s}$, we get the following bound for the modulus of (III):
\[
\frac{N^{-s}}{a^n\Gamma(1-s)} \sum_{n<_s-1/2} \left( -s \right) \frac{|z|^n}{N^{-s}} \leq \frac{N^{-s}}{a^n\Gamma(1-s)} \sum_{n<_s-1/2} \left( -s \right) \frac{|z|^n}{N^{n+1/2}}
\]
\[
\leq 2 \frac{N^{-s-1/2-s}}{a^n\Gamma(1-s)} \left( 1 - \frac{|z|}{N} \right)^{-1} \leq C_K \frac{N^{-s-1/2-s}}{a^n\Gamma(1-s)}.
\]
Once again, the $\Gamma(1-s)$ term in the denominator makes (III) of the order $O(\delta^{s-1})$ for any $\delta > 1$.

The only subtlety in obtaining the bound stated above lies with (IV). Observe that $n+s < -1/2 < 0$. Then, by Corollary 2 with $\alpha = -1/2$ and $x = 0$, there is a constant $C$ depending only on $F$ such that
\[
|R_F(\lambda, n+s, 0)| = \left| \frac{\Phi(\lambda, n+s, 0)}{\Gamma(1-n-s)} - \sum_{a \in F} a^{s+n-1} \right| \leq C \mu_F^{n+s-1}.
\]
(7)
Substituting
\[
\Phi(\lambda, n+s, 0) = \Gamma(1-n-s) \left( R_F(\lambda, n+s, 0) + \sum_{a \in F} a^{s+n-1} \right)
\]
into (IV) and noting that
\[
\left( -s \right) \frac{\Gamma(1-n-s)}{\Gamma(1-s)} = \frac{1}{n!},
\]
we see that (IV) may be rewritten as
\[
\sum_{n<_s-1/2} \frac{z^n}{n!} \left( R_F(\lambda, n+s, 0) + \sum_{a \in F} a^{s+n-1} \right) - \sum_{a \in F} a^{s-1} e^{az}
\]
\[
= \sum_{n<_s-1/2} \frac{z^n}{n!} R_F(\lambda, n+s, 0) + \sum_{a \in F} a^{s-1} \left( \sum_{n<_s-1/2} \frac{(az)^n}{n!} - e^{az} \right).
\]
(8)
By (7), the first of these summands in (8) is bounded by
\[
C \sum_{n<_s-1/2} \left| \frac{z^n}{n!} \mu_F^{n+s-1} \right| \leq C \mu_F^{s-1} e^{\epsilon \alpha} \leq C_{K,F} \mu_F^{s-1}.
\]
For the second summand in (8), we note that, for any $z \in K$ and any $a \in F$, there is a constant $C = C_{K,F}$ such that
\[
\left| \sum_{n<-s-1/2} \frac{(az)^n}{n!} - e^{az} \right| \leq \sum_{n\geq-s-1/2} \frac{|az|^n}{n!} \leq \sum_{n \geq -s-1/2} C^n/n!.
\]
To bound this tail of the exponential series, recall that $\sum_{n=0}^{\infty} (az)^n/n! = e^{az}$.

To bound the remainder for Taylor series gives a bound of the form $C^{m}/m!$, from which the bound $C^{s+1}/\Gamma(-s-2)$, for a suitable new constant, now follows.

This is once again of order $O(\delta^{s-1})$ for any $\delta > 1$; thus, in the entire process of bounding the different terms in $(I) + (II) + (III) + (IV)$, the limitation given by $\mu^{-1}_{F}$ is due exclusively to the first term in (8).

\[\square\]

4. **Asymptotic Behavior of $\Phi(\lambda, s, z)$ on $\mathbb{C}$ when $s \to -\infty$**

We note here two simple consequences of our main theorem.

**Corollary 4.** Let $0 < |\lambda| < 1$ and $\lambda \notin (-1,0)$. Then,
\[
\lim_{\Re s \to -\infty} \frac{(-\log \lambda)^{1-s} \Phi(\lambda, s, z)}{\Gamma(1-s)} = \lambda^{-z}.
\]
uniformly for $z$ on compact subsets of $\mathbb{C}$.

**Proof.** The restriction on $\lambda$ implies that $F = \{a_0 = -\log \lambda\}$ is an admissible set. Then, by Theorem 3,
\[
\Phi(\lambda, s, z) = (-\log \lambda)^{s-1} \lambda^{-z} + o(\mu_{F}^{Re s-1}).
\]
Dividing both sides of this equation by $(-\log \lambda)^{s-1}$ and noting that $\mu_{F}/|\log \lambda| > 1$, we obtain the result.

\[\square\]

**Corollary 5.** Let $\lambda \in (-1,0)$. Then,
\[
\lim_{\Re s \to -\infty} \left( \frac{(-\log |\lambda| - i\pi)^{1-s} \Phi(\lambda, s, z)}{\Gamma(1-s)} \right) = 1
\]
uniformly for $z$ on compact subsets of $\mathbb{C}$.

**Proof.** In this case, $F = \{a_0 = -\log \lambda, a_1 = 2\pi i - \log \lambda\}$ is an admissible set (note that $|\log \lambda| = |2\pi i - \log \lambda|$ and therefore there is no admissible set with a single point). By Theorem 3, we have
\[
\Phi(\lambda, s, z) = (-\log \lambda)^{s-1} \lambda^{-z} + (2\pi i - \log \lambda)^{s-1} \lambda^{-z} e^{2\pi iz} + O(\mu_{F}^{Re s-1}),
\]
and some simple manipulations lead to the result.

\[\square\]

Observe that the term $\frac{\log |\lambda| + i\pi}{\log |\lambda| - i\pi}$ in the last corollary has modulus one and therefore the Lerch function exhibits oscillatory behavior. Let us examine a simple case. With $\lambda = -e^{-\pi}$, we have
\[
\frac{\log |\lambda| + i\pi}{\log |\lambda| - i\pi} = -i.
\]
Fixing $\alpha \in [0,1)$ and setting $s = 1 - n - \alpha$, $n \in \mathbb{N}$, for $n$ a multiple of 4, Corollary 5 says that
\[
\frac{(-1)^{n}e^{\alpha \pi/4}(-\pi + i\pi)^{n+\alpha}}{\Gamma(n+\alpha)} \Phi(\lambda, n + \alpha, z) \rightarrow 2e^{\pi z} \cos \left(\pi z - \frac{\alpha \pi}{4}\right), \quad n \to \infty,
\]
while if $n$ is congruent to 2 modulo 4, we have
\[
\frac{(-1)^{n}e^{\alpha \pi/4}(-\pi + i\pi)^{n+\alpha}}{\Gamma(n+\alpha)} \Phi(\lambda, n + \alpha, z) \rightarrow 2ie^{\pi z} \sin \left(\pi z - \frac{\alpha \pi}{4}\right), \quad n \to \infty.
\]
For $\alpha = 0$, we obtain the Apostol-Bernoulli polynomials, whose oscillatory behavior has been studied in [11].

Remark 3. For negative $\lambda$, we have the straightforward relation
\[
\Phi(\lambda, s, z) = 2^{-s} \left(\Phi\left(\lambda^2, s, \frac{z}{2}\right) + \lambda \Phi\left(\lambda^2, s, \frac{z+1}{2}\right)\right),
\]
which implies that
\[
\frac{(- \log \lambda)^{1-s}\Phi(\lambda, s, z)}{\Gamma(1-s)} = \frac{1}{2} \frac{(- \log \lambda^2)^{1-s}\Phi(\lambda^2, s, \frac{z}{2})}{\Gamma(1-s)} + \frac{1}{2} \lambda \frac{(- \log \lambda^2)^{1-s}\Phi(\lambda^2, s, \frac{z+1}{2})}{\Gamma(1-s)}.
\]
However, if we apply Corollary 4, then we only obtain
\[
\lim_{s \to -\infty} \frac{(- \log \lambda)^{1-s}\Phi(\lambda, s, z)}{\Gamma(1-s)} = \frac{1}{2} (|\lambda|^{-z} + \lambda|\lambda|^{-z-1}) = 0
\]
which does not yield the asymptotic behavior of the Lerch function.

5. A nice application: polylogarithms

Recall that the polylogarithm functions are defined by the series
\[
\text{Li}_s(\lambda) = \sum_{k=1}^{\infty} \frac{\lambda^k}{k^s},
\]
and thus $\text{Li}_s(\lambda) = \lambda \Phi(\lambda, s, 1)$. For $\text{Re} \ s < 0$, we also have $\text{Li}_s(\lambda) = \Phi(\lambda, s, 0)$.

Setting $z = 0$ in Corollaries 4 and 5, and letting $\lambda = e^{i\mu}$ with $\text{Re} \ \mu < 0$ and $\text{Im} \ \mu \in (-\pi, \pi]$ (the boundary case $\text{Im} \ \mu = \pi$ now corresponds to Corollary 5), we have $\log \lambda = \mu$ and hence
\[
\lim_{s \to -\infty} \frac{(-\mu)^{1-s}\text{Li}_s(e^{i\mu})}{\Gamma(1-s)} = 1, \quad \text{Im} \ \mu \in (-\pi, \pi),
\]
and
\[
\lim_{s \to -\infty} \frac{(-\mu)^{1-s}\text{Li}_s(e^{i\mu})}{\Gamma(1-s)} - \frac{(-\mu)^{1-s}}{(-\mu + 2\pi i)^{1-s}} = 1, \quad \text{Im} \ \mu = \pi.
\]
Thus one also obtains the asymptotic behavior of the polylogarithm functions in the stated cases.
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