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## 1 Basics on Homological Algebra

The following basic definitions can be found, for instance, in [9].
Definition 1.1. Let $R$ be a ring with a unit element $1 \neq 0$. A left $R$-module $M$ is an additive Abelian group together with a map $p: R \times M \rightarrow M$, denoted by $p(r, m) \equiv r m$, such that for every $r, r^{\prime} \in R$ and $m, m^{\prime} \in M$

$$
\begin{aligned}
\left(r+r^{\prime}\right) m & =r m+r^{\prime} m \\
r\left(m+m^{\prime}\right) & =r m+r m^{\prime} \\
\left(r r^{\prime}\right) m & =r\left(r^{\prime} m\right) \\
1 m & =m
\end{aligned}
$$

A similar definition is given for a right $R$-module. Unless the distinction being necessary, we will talk of an $R$-module $M$ without specifying if it is a right or a left $R$-module.

For $R=\mathbb{Z}$ (the integer ring), a $\mathbb{Z}$-module $M$ is simply an Abelian group. The map $p: \mathbb{Z} \times M \rightarrow M$ is given by

$$
p(n, m)= \begin{cases}m+\cdots \cdots+m & \text { if } n>0 \\ 0 & \text { if } n=0 \\ (-m)+\cdots n+(-m) & \text { if } n<0\end{cases}
$$

Definition 1.2. A subset $S$ of an $R$-module $M$ is a submodule if $S$ is closed under addition and for all elements $r \in R$ and $s \in S$, one has $r s \in S$.

One can easily observe that a submodule $S$ of and $R$-module $M$ is itself an $R$-module.
Definition 1.3. Let $R$ be a ring and $M$ and $N$ be $R$-modules. An $R$-module morphism $\alpha: M \rightarrow N$ is a function from $M$ to $N$ such that for every $m, m^{\prime} \in M$ and $r \in R$

$$
\begin{aligned}
\alpha\left(m+m^{\prime}\right) & =\alpha(m)+\alpha\left(m^{\prime}\right) \\
\alpha(r m) & =r \alpha(m)
\end{aligned}
$$

Definition 1.4. Given a ring $R$, a chain complex $C_{*}$ of $R$-modules is a pair of sequences $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{Z}}$ where, for each degree $n \in \mathbb{Z}, C_{n}$ is an $R$-module, the homogeneous
component of degree $n$ of $C=\bigoplus_{n \in \mathbb{Z}} C_{n}$, and $d_{n}: C_{n} \rightarrow C_{n-1}$ (the differential map) is an $R$-module morphism (of degree -1 ) such that $d_{n-1} \circ d_{n}=0$ for all $n$.

The module $C_{n}$ is called the module of $n$-chains. The image $B_{n}=\operatorname{Im} d_{n+1} \subseteq C_{n}$ is the (sub)module of $n$-boundaries. The kernel $Z_{n}=\operatorname{Ker} d_{n} \subseteq C_{n}$ is the (sub)module of $n$-cycles.

Given a chain complex $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{Z}}$, the identities $d_{n-1} \circ d_{n}=0$ are equivalent to the inclusion relations $B_{n} \subseteq Z_{n}$ : every boundary is a cycle. But the converse in general is not true. Thus the next definition makes sense.

Definition 1.5. Let $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{Z}}$ be a chain complex of $R$-modules. For each degree $n \in \mathbb{Z}$, the $n$-homology module of $C_{*}$ is defined as the quotient module

$$
H_{n}\left(C_{*}\right)=\frac{Z_{n}}{B_{n}}
$$

Definition 1.6. A morphism of chain complexes of $R$-modules (or a chain complex morphism) $f: C_{*} \rightarrow D_{*}$ between two chain complexes of $R$-modules $C_{*}=\left(C_{n}, d_{C_{n}}\right)_{n \in \mathbb{Z}}$ and $D_{*}=\left(D_{n}, d_{D_{n}}\right)_{n \in \mathbb{Z}}$ is a graded $R$-module morphism (degree 0) which commutes with the differential map. In other words, $f$ consists of $R$-module morphisms $f_{n}: C_{n} \rightarrow D_{n}$ satisfying $d_{D_{n}} \circ f_{n}=f_{n-1} \circ d_{C_{n}}$ for each $n$.

It is not difficult to prove that a chain complex morphism $f: C_{*} \rightarrow D_{*}$ induces an $R$-module morphism on the corresponding homology modules

$$
H_{*}(f): H_{*}\left(C_{*}\right) \longrightarrow H_{*}\left(D_{*}\right)
$$

Definition 1.7. Let $f, g: C_{*} \rightarrow D_{*}$ be morphisms of chain complexes of $R$-modules. A (chain) homotopy $h$ from $f$ to $g$, written $h: f \simeq g$, is a set of $R$-module morphisms $h_{n}: C_{n} \rightarrow D_{n+1}$ such that $h_{n-1} \circ d_{C_{n}}+d_{D_{n+1}} \circ h_{n}=f_{n}-g_{n}$ for all $n$.

Theorem 1.8. [9] Given $f, g: C_{*} \rightarrow D_{*}$ chain complex morphisms and $h: f \simeq g$ a chain homotopy, then the morphisms induced by $f$ and $g$ on homology are the same:

$$
H_{n}(f)=H_{n}(g): H_{n}\left(C_{*}\right) \longrightarrow H_{n}\left(D_{*}\right) \quad \text { for all } n \in \mathbb{Z}
$$

Definition 1.9. A chain complex morphism $f: C_{*} \rightarrow D_{*}$ is said to be a chain equivalence if there exist a morphism $g: D_{*} \rightarrow C_{*}$ and homotopies $h_{1}: \operatorname{Id}_{C_{*}} \simeq g \circ f$ and $h_{2}: \operatorname{Id}_{D_{*}} \simeq$ $f \circ g$.

Corollary 1.10. [9] If $f: C_{*} \rightarrow D_{*}$ is a chain equivalence, the induced map

$$
H_{n}(f): H_{n}\left(C_{*}\right) \longrightarrow H_{n}\left(D_{*}\right)
$$

is an isomorphism for each dimension $n$.
Definition 1.11. A chain complex $C_{*}=\left\{C_{q}, d_{q}\right\}_{q \in \mathbb{Z}}$ is exact at degree $q$ if ker $d_{q}=$ im $d_{q+1}$, in other words if $H_{q}\left(C_{*}\right)=0$, or if $Z_{q}\left(C_{*}\right)=B_{q}\left(C_{*}\right)$ : every $q$-cycle is a $q$ boundary. The chain complex is exact if it is exact in every degree. In the same case, it is frequent also to state the chain complex is acyclic.

Proposition 1.12. Let $\left(C_{*}, d\right)$ be a chain complex. If there exists a homotopy operator $h: C_{*} \rightarrow C_{*+1}$ satisfying $i d=d h+h d$, then the chain complex $\left(C_{*}, d\right)$ is acyclic.

Definition 1.13. A short exact sequence is a sequence of modules:

$$
0 \leftarrow C^{\prime \prime} \stackrel{j}{\leftarrow} C \stackrel{i}{\leftarrow} C^{\prime} \leftarrow 0
$$

which is exact, that is in this case, the map $i$ is injective, the map $j$ is surjective and im $i=k e r j$.

## 2 Basics on Simplicial Topology

Simplicial sets were first introduced by Eilenberg and Zilber [5], who called them semisimplicial complexes. They can be used to express some topological properties of spaces by means of combinatorial notions. A good reference for the definitions and results of this section is [11].

Definition 2.1. A simplicial set $K$, is a union $K=\bigcup_{q \geq 0} K^{q}$, where the $K^{q}$ are disjoints sets, together with functions:

$$
\begin{array}{lll}
\partial_{i}^{q}: K^{q} \rightarrow K^{q-1}, & q>0, & i=0, \ldots, q \\
\eta_{i}^{q}: K^{q} \rightarrow K^{q+1}, & q \geq 0, & i=0, \ldots, q
\end{array}
$$

subject to the relations:

$$
\begin{aligned}
& \text { (1) } \partial_{i}^{q-1} \partial_{j}^{q} \quad=\quad \partial_{j-1}^{q-1} \partial_{i}^{q} \quad \text { if } \quad i<j, \\
& \text { (2) } \eta_{i}^{q+1} \eta_{j}^{q}=\eta_{j}^{q+1} \eta_{i-1}^{q} \quad \text { if } \quad i>j \text {, } \\
& \text { (3) } \partial_{i}^{q+1} \eta_{j}^{q}=\eta_{j-1}^{q-1} \partial_{i}^{q} \quad \text { if } i<j \text {, } \\
& \text { (4) } \partial_{i}^{q+1} \eta_{i}^{q}=\text { identity }=\partial_{i+1}^{q+1} \eta_{i}^{q} \text {, } \\
& \text { (5) } \partial_{i}^{q+1} \eta_{j}^{q}=\eta_{j}^{q-1} \partial_{i-1}^{q} \quad \text { if } \quad i>j+1 \text {, }
\end{aligned}
$$

the $\partial_{i}^{q}$ and $\eta_{i}^{q}$ are called face and degeneracy operators respectively.
The elements of $K^{q}$ are called $q$-simplices. A simplex $x$ is degenerate if $x=\eta_{i} y$ for some simplex $y$ and degeneracy operator $\eta_{i}$; otherwise $x$ is non degenerate. We call an abstract simplex a pair consisting of a (possibly iterated) degeneracy operator and a simplex.
Property 2.2. Let $K$ be a simplicial set. Any degenerate $n$-simplex $x \in K^{n}$ can be expressed in a unique way as a (possibly) iterated degeneracy of a non-degenerate simplex $y$ in the following way:

$$
x=\eta_{j_{k}} \ldots \eta_{j_{1}} y
$$

with $y \in K^{r}, k=n-r>0$, and $0 \leq j_{1}<\cdots<j_{k}<n$
Another useful example of simplicial set is the standard $m$-simplex $\Delta[m]$.
Definition 2.3. For $m \geq 0$, the standard m-simplex $\Delta[m]$ is a simplicial set built as follows. An $n$-simplex of $\Delta[m]$ is any $(n+1)$-tuple $\left(a_{0}, \ldots, a_{n}\right)$ of integers such that $0 \leq a_{0} \leq \cdots \leq a_{n} \leq m$, and the face and degeneracy operators are defined as

$$
\begin{aligned}
\partial_{i}\left(a_{0}, \ldots, a_{n}\right) & =\left(a_{0}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right) \\
\eta_{i}\left(a_{0}, \ldots, a_{n}\right) & =\left(a_{0}, \ldots, a_{i}, a_{i}, a_{i+1} \ldots, a_{n}\right)
\end{aligned}
$$

Let $K$ be a simplicial set and $\star \in K_{0}$ a chosen 0 -simplex (called the base point). We will also denote by $\star$ the degenerate simplices $\eta_{n-1} \ldots \eta_{0} \star \in K_{n}$ for every $n$.

Definition 2.4. A simplicial set $K$ is said to be reduced (or 0-reduced) if $K_{0}=\{\star\}$, in other words, if $K$ has only one 0 -simplex. Given $m \geq 1, K$ is $m$-reduced if $K_{n}=\{\star\}$ for all $n \leq m$.

The categories $\mathcal{S}$ of simplicial sets and $\mathcal{C}$ of chain complexes of $\mathbb{Z}$-modules are closely connected: given a simplicial set $K$, it is possible to construct, in a very easy way, an associated chain complex.

Definition 2.5. Let $K$ be a simplicial set, we define the chain complex associated with $K$, $C_{*}(K)=\left(C_{n}(K), d_{n}\right)_{n \in \mathbb{N}}$, in the following way:

- $C_{n}(K)=\mathbb{Z}\left[K_{n}\right]$ is the free $\mathbb{Z}$-module generated by $K_{n}$. Therefore an $n$-chain $c \in$ $C_{n}(K)$ is a combination $c=\sum_{i=1}^{m} \lambda_{i} x_{i}$ with $\lambda_{i} \in \mathbb{Z}$ and $x_{i} \in K_{n}$ for $1 \leq i \leq m$;
- the differential map $d_{n}: C_{n}(K) \rightarrow C_{n-1}(K)$ is given by

$$
d_{n}(x)=\sum_{i=0}^{n}(-1)^{i} \partial_{i}(x) \text { for } x \in K_{n}
$$

and it is extended by linearity to the combinations $c=\sum_{i=1}^{m} \lambda_{i} x_{i} \in C_{n}(K)$.
Let us remark that if a simplex $x \in K_{n}$ is degenerate, $x=\eta_{j} y$ with $0 \leq j<n$ and $y \in K_{n-1}$, then $d_{n}(x)$ is a sum of degenerate $(n-1)$-simplices:

$$
\begin{aligned}
d_{n}\left(\eta_{j} y\right)= & \sum_{i=0}^{n}(-1)^{i} \partial_{i} \eta_{j} y=\sum_{i=0}^{j-1}(-1)^{i} \eta_{j-1} \partial_{i} y+(-1)^{j} y+(-1)^{j+1} y \\
& +\sum_{i=j+2}^{n}(-1)^{i} \eta_{j} \partial_{i-1} y=\sum_{i=0}^{j-1}(-1)^{i} \eta_{j-1}\left(\partial_{i} y\right)+\sum_{i=j+2}^{n}(-1)^{i} \eta_{j}\left(\partial_{i-1} y\right)
\end{aligned}
$$

As a consequence, the next definition makes sense.
Definition 2.6. The normalized (non-degenerate) chain complex associated with $K, C_{*}^{N}(K)=$ $\left(C_{n}^{N}(K), d_{n}^{N}\right)_{n \in \mathbb{N}}$, is given by

- $C_{n}^{N}(K)=C_{n}(K) / \mathbb{Z}\left[D_{n}(K)\right]$, where $D_{n}(K)$ is the set of degenerate elements of $K_{n}$. We can also think of $C_{n}^{N}(K)$ as the free $\mathbb{Z}$-module generated by the set of nondegenerate $n$-simplices of $K$, denoted by $N D_{n}(K)$. This means that an $n$-chain $c \in C_{n}^{N}(K)$ is a combination $c=\sum_{i=1}^{m} \lambda_{i} x_{i}$ where $\lambda_{i} \in \mathbb{Z}$ and $x_{i}$ is a non-degenerate $n$-simplex of $K$ for all $1 \leq i \leq m$;
- the differential map $d_{n}^{N}: C_{n}^{N}(K) \rightarrow C_{n-1}^{N}(K)$ is given by

$$
d_{n}^{N}(x)=\sum_{i=0}^{n}(-1)^{i} \partial_{i}(x) \quad \bmod N D_{n-1}(K) \text { for } x \in N D_{n}(K)
$$

We observe that $d_{n}^{N}(x)$ is obtained from $d_{n}(x)$ by canceling the degenerate simplices. The definition is extended by linearity to the combinations of $C_{n}^{N}(K)$.

Definition 2.7. Given a simplicial set $K$, the n-homology group of $K, H_{n}(K)$, is the $n$-homology group of the chain complex $C_{*}(K)$ :

$$
H_{n}(K)=H_{n}\left(C_{*}(K)\right)
$$

Definition 2.8. Given two simplicial sets $K$ and $L$, the Cartesian product $K \times L$ is a simplicial set with $n$-simplices

$$
(K \times L)_{n}=K_{n} \times L_{n}
$$

and if $(x, y) \in K_{n} \times L_{n}$, the face and degeneracy operators are defined as

$$
\begin{array}{cc}
\partial_{i}(x, y)=\left(\partial_{i} x, \partial_{i} y\right) & \text { for } 0 \leq i \leq n \\
\eta_{i}(x, y)=\left(\eta_{i} x, \eta_{i} y\right) & \text { for } 0 \leq i \leq n
\end{array}
$$

Definition 2.9. A (Abelian) simplicial group $G$ is a simplicial object over the category of (Abelian) groups, in other words, it is a simplicial set where each $G_{n}$ is an (Abelian) group and the face and degeneracy operators are group morphisms.

An important case of Abelian simplicial groups are the Eilenberg-MacLane spaces.
Definition 2.10. An Eilenberg-MacLane space of type $(\pi, n)$ is a simplicial group $K$ (with base point $e_{0} \in K^{0}$ such that $\pi_{n}(K)=\pi$ and $\pi_{i}(K)=0$ if $i \neq n$. The simplicial group $K$ is called a $K(\pi, n)$ if it is an Eilenberg-MacLane space of type $(\pi, n)$ an in addition it is minimal.

In order to construct the spaces $K(\pi, n)$ 's several methods can be used, although the results are necessarily isomorphic [11]. Let us consider the following one.

Let $\pi$ be an Abelian group. The simplicial Abelian group $K=K(\pi, 0)$ is given by $K^{n}=\pi$ for all $n \geq 0$, and with face and degeneracy operators $\partial_{i}: K^{n}=\pi \rightarrow K^{n-1}=\pi$ and $\eta_{i}: K^{n}=\pi \rightarrow K^{n+1}=\pi, 0 \leq i \leq n$, equal to the identity map of the group $\pi$.

The space $K(\pi, n)$ can be built recursively by means of the classifying space constructor.
Definition 2.11. Let $G$ be a simplicial Abelian group. The classifying space of $G$, written $B(G)$, is the simplicial Abelian group built as follows. The $n$-simplices of $B(G)$ are the elements of the Cartesian product

$$
B(G)^{n}=G^{n-1} \times G^{n-2} \times \cdots G^{0}
$$

In this way $B(G)^{0}$ is the null group and has only one element that we denote by [ ]. For $n \geq 1$, an element of $B(G)^{n}$ has the form $\left[g_{n-1}, \ldots, g_{0}\right]$ with $g_{i} \in G^{i}$. The face and degeneracy operators are given by

$$
\begin{aligned}
\eta_{0}[] & =\left[e_{0}\right] \\
\partial_{i}\left[g_{0}\right] & =[], \quad i=0,1 \\
\partial_{0}\left[g_{n-1}, \ldots, g_{0}\right] & =\left[g_{n-2}, \ldots, g_{0}\right] \\
\partial_{i}\left[g_{n-1}, \ldots, g_{0}\right] & =\left[\partial_{i-1} g_{n-1}, \ldots, \partial_{1} g_{n-i+1}, \partial_{0} g_{n-i}+g_{n-i-1}, g_{n-i-2}, \ldots, g_{0}\right], \quad 0<i \leq n \\
\eta_{0}\left[g_{n-1}, \ldots, g_{0}\right] & =\left[e_{n}, g_{n-1}, \ldots, g_{0}\right] \\
\eta_{i}\left[g_{n-1}, \ldots, g_{0}\right] & =\left[\eta_{i-1} g_{n-1}, \ldots, \eta_{0} g_{n-i}, e_{n-i}, g_{n-i-1}, \ldots, g_{0}\right], \quad 0<i \leq n
\end{aligned}
$$

where $e_{n}$ denotes the null element of the Abelian group $G^{n}$.

We define inductively $B^{n}(G)=B\left(B^{n-1}(G)\right)$ for all $n \geq 1, B^{0}(G)=G$.
Theorem 2.12. [11] Let $\pi$ be an Abelian group and $K(\pi, 0)$ as explained before. Then $B^{n}(K)$ is a $K(\pi, n)$.

## 3 Basics on Effective Homology

In this section, we present some definitions (including the notion of object with effective homology) and fundamental results about the effective homology method. More details can be found in [12] and [13].

Definition 3.1. An effective chain complex is a free chain complex of $\mathbb{Z}$-modules $C_{*}=$ $\left(C_{n}, d_{n}\right)_{n \in \mathbb{N}}$ where each group $C_{n}$ is finitely generated, a provided algorithm returns a (distinguished) $\mathbb{Z}$-basis in each degree $n$, and each differential map $d_{n}$ is also given by an algorithm.

If a chain complex $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{N}}$ is effective, the differential maps $d_{n}: C_{n} \rightarrow C_{n-1}$ can be expressed as finite integer matrices, and then it is possible to know everything about $C_{*}$ : we can compute the subgroups $\operatorname{Ker} d_{n}$ and $\operatorname{Im} d_{n+1}$, we can determine whether an $n$-chain $c \in C_{n}$ is a cycle or a boundary, and in the last case, we can obtain $z \in C_{n+1}$ such that $c=d_{n+1}(z)$. In particular an elementary algorithm computes its homology groups using, for example, the Smith Normal Form technique (for details, see [8]).

On the other hand, in many situations we must deal with locally effective chain complexes. In this case we can have an infinite number of generators for each group $C_{n}$, so that no global information is available. For example, it is not possible in general to compute the subgroups $\operatorname{Ker} d_{n}$ and $\operatorname{Im} d_{n+1}$, which can have infinite nature. However, "local" ${ }^{1}$ information can be obtained: we can compute, for instance, the boundary of a given element.

More generally, we talk of locally effective objects when only "local" computations are possible. For instance, we can consider a locally effective simplicial set; the set of $n$-simplices is not necessarily of finite type, but we can compute the faces of any specific $n$-simplex.

The effective homology technique consists in combining locally effective objects with effective chain complexes by means of chain equivalences. In this way, we will be able to compute homology groups of locally effective objects even if we cannot obtain global information about them.

Definition 3.2. A reduction $\rho$ (also called contraction by other authors) between two chain complexes $C_{*}$ and $D_{*}$, denoted in this memoir by $\rho: C_{*} \Rightarrow D_{*}$, is a triple $\rho=(f, g, h)$

where $f$ and $g$ are chain complex morphisms, $h$ is a graded group morphism of degree +1 , and the following relations are satisfied:

[^0]1) $f \circ g=\operatorname{Id}_{D_{*}}$;
2) $d_{C} \circ h+h \circ d_{C}=\operatorname{Id}_{C_{*}}-g \circ f$;
3) $f \circ h=0 ; \quad h \circ g=0 ; \quad h \circ h=0$.

We observe that this is a particular case of chain equivalence (Definition 1.9), where $h_{1}=h: \operatorname{Id}_{C_{*}} \simeq g \circ f$ and the second homotopy $h_{2}: \operatorname{Id}_{D_{*}} \simeq f \circ g$ is the null map.

These relations express that $C_{*}$ is the direct sum of $D_{*}$ and an acyclic chain complex. This decomposition is simply $C_{*}=\operatorname{Ker} f \oplus \operatorname{Im} g$, with $\operatorname{Im} g \cong D_{*}$ and $H_{*}(\operatorname{Ker} f)=0$. In particular, this implies that the graded homology groups $H_{*}\left(C_{*}\right)$ and $H_{*}\left(D_{*}\right)$ are canonically isomorphic.

Very frequently, the small chain complex $D_{*}$ is effective, so that we can compute its homology groups by means of elementary operations with integer matrices. On the other hand, in many situations the big chain complex $C_{*}$ is locally effective and therefore its homology groups cannot directly be determined. However, if we know a reduction from $C_{*}$ over $D_{*}$ and $D_{*}$ is effective, then we are also able to compute the homology groups of $C_{*}$ by means of those of $D_{*}$.

Given a chain complex $C_{*}$, a trivial reduction $\rho=(f, g, h): C_{*} \Rightarrow C_{*}$ can be constructed, where $f$ and $g$ are the identity map and $h=0$.

As we see in the next proposition, the composition of two reductions can be easily constructed.

Proposition 3.3. Let $\rho=(f, g, h): C_{*} \Rightarrow D_{*}$ and $\rho^{\prime}=\left(f^{\prime}, g^{\prime}, h^{\prime}\right): D_{*} \Rightarrow E_{*}$ be two reductions. Another reduction $\rho^{\prime \prime}=\left(f^{\prime \prime}, g^{\prime \prime}, h^{\prime \prime}\right): C_{*} \Rightarrow E_{*}$ is defined by:

$$
\begin{aligned}
& f^{\prime \prime}=f^{\prime} \circ f \\
& g^{\prime \prime}=g \circ g^{\prime} \\
& h^{\prime \prime}=h+g \circ h^{\prime} \circ f
\end{aligned}
$$

Definition 3.4. A strong chain equivalence $\varepsilon$ between two chain complexes $C_{*}$ and $D_{*}$, denoted by $\varepsilon: C_{*} \Longleftrightarrow D_{*}$, is a triple $\left(B_{*}, \rho_{1}, \rho_{2}\right)$ where $B_{*}$ is a chain complex, and $\rho_{1}$ and $\rho_{2}$ are reductions from $B_{*}$ over $C_{*}$ and $D_{*}$ respectively:


Details about the different components in the new reductions can be found in [13].
Once we have introduced the notion of equivalence, it is possible to give the definition of object with effective homology, which is the fundamental idea of the effective homology technique.

Definition 3.5. An object with effective homology $X$ is a quadruple $\left(X, C_{*}(X), H C_{*}, \varepsilon\right)$ where

- $X$ is a locally effective object;
- $C_{*}(X)$ is a (locally effective) chain complex canonically associated with $X$, that allows us to study the homological nature of $X$;
- $H C_{*}$ is an effective chain complex;
- $\varepsilon$ is an equivalence $\varepsilon: C_{*}(X) \Longleftrightarrow H C_{*}$.

For instance, if $K$ is a simplicial set, then the chain complex canonically associated with $K, C_{*}(K)$, is described in Definition 2.5. Equivalently, we can also consider the normalized chain complex $C_{*}^{N}(K)$ introduced in Definition 2.6. It has been already said that the homology groups of both chain complexes are isomorphic, and in fact there exists a reduction $C_{*}(K) \Rightarrow C_{*}^{N}(K)$.

Theorem 3.6. Let $K$ be a simplicial set, $C_{*}(K)$ the chain complex associated with $K$, and $C_{*}^{N}(K)$ the normalized chain complex. Then it is possible to build a reduction $\rho: C_{*}(K) \Rightarrow C_{*}^{N}(K)$.

In this way, $K$ is a simplicial set with effective homology if an equivalence between $C_{*}(K)$ or $C_{*}^{N}(K)$ and an effective chain complex is known. Clearly, using Theorem 3.6 and the composition of reductions and equivalences, from and equivalence $\varepsilon: C_{*}(K) \Longleftrightarrow H C_{*}$ we can determine $\varepsilon^{\prime}: C_{*}^{N}(K) \Longleftrightarrow H C_{*}$ and reciprocally an equivalence $\varepsilon^{\prime}: C_{*}^{N}(K) \Longleftrightarrow H C_{*}$ allows us to construct $\varepsilon: C_{*}(K) \Longleftrightarrow H C_{*}$.

It is clear that if $X$ is an object with effective homology, then the homology groups of $X$ (which are those of the associated chain complex $C_{*}(X)$ ) are isomorphic to the homology groups of the effective chain complex $H C_{*}$, that can easily be computed using some elementary operations. But it is important to understand that in general the $H C_{*}$ component of an object with effective homology is not made of the homology groups of $X$; this component $H C_{*}$ is a free $\mathbb{Z}$-chain complex of finite type, in general with a non-null differential.

The main problem now is the following: given a chain complex $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{N}}$, is it possible to determine its effective homology? We must distinguish three cases.

- First of all, if a chain complex $C_{*}$ is by chance effective, then we can choose the trivial effective homology: $\varepsilon$ is the equivalence $C_{*} \not C_{*} \Rightarrow C_{*}$, where the two components $\rho_{1}$ and $\rho_{2}$ are both the trivial reduction on $C_{*}$.
- In some cases, some theoretical results are available providing an equivalence between some chain complex $C_{*}$ and an effective chain complex. Typically, the Eilenberg-MacLane space $K(\mathbb{Z}, 1)$ has the homotopy type of the circle $S^{1}$ and a reduction $C_{*}(K(\mathbb{Z}, 1)) \Rightarrow C_{*}\left(S^{1}\right)$ can be built.
- The most important case: let $X_{1}, \ldots, X_{n}$ be objects with effective homology and $\Phi$ a constructor that produces a new space $X=\Phi\left(X_{1}, \ldots, X_{n}\right)$ (for example, the Cartesian product of two simplicial sets, the classifying space of a simplicial group, etc). In natural "reasonable" situations, there exists an effective homology version of $\Phi$ that allows us to deduce a version with effective homology of $X$, the result of the construction, from versions with effective homology of the arguments $X_{1}, \ldots, X_{n}$.

For instance, given two simplicial sets $K$ and $L$ with effective homology, then the Cartesian product $K \times L$ is an object with effective homology too, and this is also valid for twisted Cartesian products. We will see in Section ?? how this effective homology is obtained.

The next two theorems will be useful when obtaining the effective homology version of some topological constructors. The main idea is that given a reduction, if we perturb one of the complexes then it is possible to perturb the other one so that we obtain a new reduction between the perturbed complexes. The first theorem (the Trivial Perturbation Lemma) is very easy, but it can be useful. The Basic Perturbation Lemma is not trivial at all. It was discovered by Shih Weishu [14], although the abstract modern form was given by Ronnie Brown [1].

Definition 3.7. Let $C_{*}=\left(C_{n}, d_{n}\right)_{n \in \mathbb{N}}$ be a chain complex. A perturbation $\delta$ of the differential $d$ is a collection of group morphisms $\delta=\left\{\delta_{n}: C_{n} \rightarrow C_{n-1}\right\}_{n \in \mathbb{N}}$ such that the sum $d+\delta$ is also a differential, that is to say, $(d+\delta) \circ(d+\delta)=0$.

The perturbation $\delta$ produces a new chain complex $C_{*}^{\prime}=\left(C_{n}, d_{n}+\delta_{n}\right)_{n \in \mathbb{N}} ;$ it is the perturbed chain complex.

Theorem 3.8 (Trivial Perturbation Lemma, TPL). Let $C_{*}=\left(C_{n}, d_{C_{n}}\right)_{n \in \mathbb{N}}$ and $D_{*}=$ $\left(D_{n}, d_{D_{n}}\right)_{n \in \mathbb{N}}$ be two chain complexes, $\rho=(f, g, h): C_{*} \Rightarrow D_{*}$ a reduction, and $\delta_{D}$ a perturbation of $d_{D}$. Then a new reduction $\rho^{\prime}=\left(f^{\prime}, g^{\prime}, h^{\prime}\right): C_{*}^{\prime} \Rightarrow D_{*}^{\prime}$ can be constructed where:

1) $C_{*}^{\prime}$ is the chain complex obtained from $C_{*}$ by replacing the old differential $d_{C}$ by the perturbed differential $\left(d_{C}+g \circ \delta_{D} \circ f\right)$;
2) the new chain complex $D_{*}^{\prime}$ is obtained from the chain complex $D_{*}$ only by replacing the old differential $d_{D}$ by $\left(d_{D}+\delta_{D}\right)$;
3) $f^{\prime}=f$;
4) $g^{\prime}=g$;
5) $h^{\prime}=h$.

The perturbation $\delta_{D}$ of the small chain complex $D_{*}$ is naturally transferred (using the reduction $\rho$ ) to the big chain complex $C_{*}$, obtaining in this way a new reduction $\rho^{\prime}$ (which in fact has the same components as $\rho$ ) between the perturbed chain complexes. On the other hand, if we consider a perturbation $d_{C}$ of the top chain complex $C_{*}$, in general it is not possible to perturb the small chain complex $D_{*}$ so that there exists a reduction between the perturbed chain complexes. As we will see, we need an additional hypothesis.

Theorem 3.9 (Basic Perturbation Lemma, BPL). [1] Let us consider a reduction $\rho=$ $(f, g, h): C_{*} \Rightarrow D_{*}$ between two chain complexes $C_{*}=\left(C_{n}, d_{C_{n}}\right)_{n \in \mathbb{N}}$ and $D_{*}=\left(D_{n}, d_{D_{n}}\right)_{n \in \mathbb{N}}$, and $\delta_{C}$ a perturbation of $d_{C}$. Furthermore, the composite function $h \circ \delta_{C}$ is assumed locally nilpotent, in other words, given $x \in C_{*}$ there exists $m \in \mathbb{N}$ such that $\left(h \circ \delta_{C}\right)^{m}(x)=0$. Then a new reduction $\rho^{\prime}=\left(f^{\prime}, g^{\prime}, h^{\prime}\right): C_{*}^{\prime} \Rightarrow D_{*}^{\prime}$ can be constructed where:

1) $C_{*}^{\prime}$ is the chain complex obtained from the chain complex $C_{*}$ by replacing the old differential $d_{C}$ by $\left(d_{C}+\delta_{C}\right)$;
2) the new chain complex $D_{*}^{\prime}$ is obtained from $D_{*}$ by replacing the old differential $d_{D}$ by $\left(d_{D}+\delta_{D}\right)$, with $\delta_{D}=f \circ \delta_{C} \circ \phi \circ g=f \circ \psi \circ \delta_{C} \circ g$;
3) $f^{\prime}=f \circ \psi=f \circ\left(\operatorname{Id}_{C_{*}}-\delta_{C} \circ \phi \circ h\right)$;
4) $g^{\prime}=\phi \circ g$;
5) $h^{\prime}=\phi \circ h=h \circ \psi$;
with the operators $\phi$ and $\psi$ defined by

$$
\begin{aligned}
& \phi=\sum_{i=0}^{\infty}(-1)^{i}\left(h \circ \delta_{C}\right)^{i} \\
& \psi=\sum_{i=0}^{\infty}(-1)^{i}\left(\delta_{C} \circ h\right)^{i}=\operatorname{Id}_{C_{*}}-\delta_{C} \circ \phi \circ h,
\end{aligned}
$$

the convergence of these series being ensured by the locally nilpotency of the compositions $h \circ \delta_{C}$ and $\delta_{C} \circ h$.

The cone constructor is important in homological algebra, and we present here the most elementary properties, a complete study can be found in [13]. The following definitions and theorems will be used in order to generate the effective homology of the pushout as we will see in Section .

Definition 3.10. Let $C_{*}$ and $D_{*}$ be two chain complexes and $\phi: C_{*} \leftarrow D_{*}$ be a chain-complex morphism. Then the cone of $\phi$ denoted by Cone $(\phi)$ is the chain complex Cone $(\phi)=A_{*}$ defined as follows. First $A_{n}:=C_{n+1} \oplus D_{n}$; then the boundary operator is given by the matrix:

$$
d_{A_{*}}:=\left[\begin{array}{cc}
d_{C_{*}} & \phi \\
0 & -d_{D_{*}}
\end{array}\right]
$$

Theorem 3.11 (Cone Reduction Theorem). Let $\rho=(f, g, h): C_{*} \Rightarrow D_{*}$ and $\rho^{\prime}=$ $\left(f^{\prime}, g^{\prime}, h^{\prime}\right): C_{*}^{\prime} \Rightarrow D_{*}^{\prime}$ be two reductions and $\phi: C_{*} \leftarrow C_{*}^{\prime}$ a chain complex morphism. THen these data define a canonical reduction:

$$
\rho^{\prime \prime}=\left(f^{\prime \prime}, g^{\prime \prime}, h^{\prime \prime}\right): \operatorname{Cone}(\phi) \Rightarrow \operatorname{Cone}(f \phi g)
$$

Theorem 3.12 (Cone Equivalence Theorem). Let $\phi: C_{*, E H} \leftarrow C_{*, E H}^{\prime}$ be a chain complex morphism between two chain complexes with effective homology. Then a general algorithm computes a version with effective homology Cone $(\phi)_{E H}$ of the cone.


Definition 3.13. An effective short exact sequence of chain complexes is a diagram:

$$
0 \stackrel{0}{\leftarrow} A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \stackrel{\rho}{\underset{i}{\rightleftarrows}} C_{*} \longleftarrow 0
$$

where $i$ and $j$ are chain complexes morphisms, $\rho$ (retraction) and $\sigma$ (section) are graded module morphisms satisfying:

- $\rho i=i d_{C *}$;
- $i \rho+\sigma j=i d_{B_{*}}$;
- $j \sigma=i d_{A_{*}}$.

It is an exact sequence in both directions, but to the left it is an exact sequence of chain complexes, and to the right it is only an exact sequence of graded modules.

Theorem 3.14 (SES Theorems). Let

$$
0 \stackrel{0}{\leftarrow} A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \underset{i}{\stackrel{\rho}{\rightleftarrows}} C_{*} \longleftarrow 0
$$

be an effective short exact sequence of chain-complexes. Then three general algorithms are available:

$$
\begin{aligned}
S E S_{1}:\left(B_{*, E H}, C_{*, E H}\right) \mapsto A_{*, E H} \\
S E S_{2}:\left(A_{*, E H}, C_{*, E H}\right) \mapsto B_{*, E H} \\
S E S_{3}:\left(A_{*, E H}, B_{*, E H}\right) \mapsto C_{*, E H}
\end{aligned}
$$

Lemma 3.15. Let

$$
0<0<A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \underset{i}{\stackrel{\rho}{\rightleftarrows}} C_{*} \leftarrow 0
$$

be an effective short exact sequence of chain-complexes. Then the effective exact sequence produces a reduction Cone $(i) \Rightarrow A_{*}$.

Lemma 3.16. Let

$$
0 \longleftarrow A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \underset{i}{\stackrel{\rho}{\rightleftarrows}} C_{*} \longleftarrow 0
$$

be an effective short exact sequence of chain-complexes. Then the effective exact sequence generates a connection chain complex morphism $\chi: A_{*} \rightarrow C_{*}^{[1]}$. The "exponent" [1] explains the suspension functor is applied to the chain complex $C_{*}$ : the degree of an element is increased by 1 and the differential is replaced by the opposite. Besides, $B_{*}$ is canonically isomorphic to Cone ( $\chi$ ).

## 4 The Kenzo program

Kenzo is a 16000 lines program written in Common Lisp [6], devoted to Symbolic Computation in Algebraic Topology. It was developed by Francis Sergeraert and some co-workers, and is www-available (see [4] for documentation and details). It works with the main
mathematical structures used in Simplicial Algebraic Topology, [7], (chain complexes, differential graded algebras, simplicial sets, morphisms between these objects, reductions and so on) and has obtained some results (for example, homology groups of iterated loop spaces of a loop space modified by a cell attachment) which have not been confirmed nor refuted by any other means.

The fundamental idea of the Kenzo system is the notion of object with effective homology combined with functional programming. By using these two tools, not only known algorithms were implemented but also new methods were developed to transform the main "tools" of Algebraic Topology, mainly the spectral sequences, not at all algorithmic in the traditional organization, into actual computing methods.

Making use of the existing tools in Common Lisp for inheritance between classes (in CLOS, the Common Lisp Object System), the main mathematical structures of Simplicial Algebraic Topology and relations among them are represented in Kenzo. For instance, the following class definition corresponds to the simplest algebraic structure implemented in Kenzo, the Chain complexes:

```
(DEFCLASS CHAIN-COMPLEX ()
    ((cmpr :type cmprf :initarg :cmpr :reader cmpr1)
        (basis :type basis :initarg :basis :reader basis1)
        ;; BaSe GeNerator
        (bsgn :type gnrt :initarg :bsgn :reader bsgn)
        ;; DiFFeRential
        (dffr :type morphism :initarg :dffr :reader dffr1)
        ;; GRound MoDule
        (grmd :type chain-complex :initarg :grmd :reader grmd)
        ;; EFfective HoMology
        (efhm :type homotopy-equivalence :initarg :efhm :reader efhm)
        ;; IDentification NuMber
        (idnm :type fixnum :initform (incf *idnm-counter*) :reader idnm)
        ;; ORiGiN
        (orgn :type list :initarg :orgn :reader orgn)))
```

The relevant slots are cmpr, a function coding the equality between the generators; basis, the function defining the distinguished ordered basis of each group of $n$-chains, or the keyword :locally-effective if the chain complex is not effective; dffr, the differential morphism, which is an instance of the class MORPHISM; efhm, which stores information about the effective homology of the chain complex; and orgn, used to keep record of information about the object.

The class CHAIN-COMPLEX is extended by inheritance with new slots, obtaining more elaborate structures. For instance, extending it with an aprd (algebra product) slot, we obtain the ALGEBRA class. Multiple inheritance is also available; for example, the class SIMPLICIAL-GROUP is obtained by inheritance from the classes KAN and HOPF-ALGEBRA.

It is worth emphasizing here that simplicial sets have also been implemented as a subclass of CHAIN-COMPLEX. To be precise, the class SIMPLICIAL-SET inherits from the class COALGEBRA, which is a direct subclass of CHAIN-COMPLEX, with a slot cprd (the coproduct). The class SIMPLICIAL-SET has then one slot of its own: face, a Lisp function computing any face of a simplex of the simplicial set. The basis is in this case (when working with effective objects) the list of non-degenerate simplices, and the differential map of the associated chain complex is given by the alternate sum of the faces, where the
degenerate simplices are canceled.
Let us show a simple example to illustrate which is possible with the Kenzo program. The homology group $H_{5} \Omega^{3} \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$ is "in principle" reachable thanks to old methods, see [2], but experience shows even the most skilful topologist meet some difficulties to determine it, see [12]. With the Kenzo program, you construct the Moore space in the following way:

```
> (setf m4 (moore 2 4))
[K1 Simplicial-Set]
```

A Kenzo display must be read as follows. The initial > is the Lisp prompt of this Common Lisp implementation. The user types out a Lisp statement, here (setf m4 (moore 24 )) and the maltese cross (in fact not visible on the user screen) marks in this text the end of the Lisp statement, just to help the reader: the right number of closing parentheses is reached. The Return key then asks Lisp to evaluate the Lisp statement. Here the Moore space $\operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$ is constructed by the Kenzo function moore, taking account of the arguments 2 and 4, and this Moore space is assigned to the Lisp symbol m4 for later use. Also evaluating a Lisp statement returns an object, the result of the evaluation, in this case the Lisp object implementing the Moore space, displayed as [K1 Simplicial-Set], that is, the Kenzo object \#1, a Simplicial-Set. The internal structure of this object, made of a rich set of data, in particular many functional components, is not displayed.

It is then possible to construct the third loop space of this Moore space $\Omega^{3} \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$, a simplicial group.

```
> (setf o3m4 (loop-space m4 3)) N
[K30 Simplicial-Group]
```

The combinatorial version of the loop space is highly infinite: it is a combinatorial version of the space of continuos maps $S^{3} \rightarrow \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$, but functionally codes as a small set of functions in a Simplicial-Group object. This object is locally effective and no global information is available. For instance if we try to obtain the list of non-degenerate simplices in dimension 3, we obtain an error.

```
> (basis o3m4 3) 区
Error: The obtect [K30 Simplicial-Group] is locally-effective
```

The key point to compute the homology groups of o3m4, it is an equivalence between the locally effective chain complex $\mathrm{K} 30=\Omega^{3} \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$ and an effective chain complex which is not detailed. We can ask for the effective homology of o3m4.

```
> (efhm o3m4)
[K404 Homotopy-Equivalence K30 <= K394 => K390]
```

So, that the homology groups of $\Omega^{3} \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)$ are computable through the effective equivalence object K390:

```
> (homology o3m4 5) N
Homology in dimension 5:
Component Z/Z2
Component Z/Z2
Component Z/Z2
Component Z/Z2
Component Z/Z2
---done---
```

To be interpreted as stating $H_{5} \Omega^{3} \operatorname{Moore}\left(\mathbb{Z}_{2}, 4\right)=\mathbb{Z}_{2}^{5}$. In this way, Kenzo computes the homology groups of complicated spaces by means of the effective homology method.

## 5 Pushout preliminaries

The following definitions can be found, for instance, in [10, 3].
Definition 5.1 (Pushout). Consider two morphisms $f: X \rightarrow Y, g: X \rightarrow Z$ in a category $\mathcal{C}$. A pushout of $(f, g)$ is a triple $\left(P, f^{\prime}, g^{\prime}\right)$ where

1. $P$ is an object of $\mathcal{C}$,
2. $f^{\prime}: Y \rightarrow P, g^{\prime}: Z \rightarrow P$ are morphism of $\mathcal{C}$ such that $f \circ g^{\prime}=g \circ f^{\prime}$,
and for every other triple $\left(Q, f^{\prime \prime}, g^{\prime \prime}\right)$ where
3. $Q$ is an object of $\mathcal{C}$,
4. $f^{\prime \prime}: Y \rightarrow Q, g^{\prime \prime}: Z \rightarrow Q$ are morphism of $\mathcal{C}$ such that $f \circ g^{\prime \prime}=g \circ f^{\prime \prime}$,
there exists a unique morphism $p: P \rightarrow Q$ such that $f^{\prime \prime}=p \circ f^{\prime}$ and $g^{\prime \prime}=p \circ g^{\prime}$ (see the following diagram)


Definition 5.2 (Homotopy Pushout). A homotopy commutative diagram

equipped with $H: f^{\prime} \circ f \sim g^{\prime} \circ g$, is called a homotopy pushout when for any commutative diagram

equipped with $G: f^{\prime \prime} \circ f \sim g^{\prime \prime} \circ g$, the following properties hold:

1. there exists a map $p: P \rightarrow Q$ and homotopies $K: f^{\prime \prime} \sim p \circ f^{\prime}$ and $L: p \circ g^{\prime} \sim g^{\prime \prime}$ such that the whole diagram

with all maps and homotopies above is homotopy commutative
2. if there exists another map $p^{\prime}: P \rightarrow Q$ and homotopies $K^{\prime}: f^{\prime \prime} \sim p \circ f^{\prime}$ and $L^{\prime}: p \circ g^{\prime} \sim g^{\prime \prime}$ such that the diagram

is homotopy commutative, then there exists a homotopy $M: p \sim p^{\prime}$ such that the whole diagram with all maps and homotopies above is homotopy commutative.

There is a "standard" construction of the homotopy pushout of any two maps $f$ : $X \rightarrow Y, g: X \rightarrow Z$ as:

$$
P_{(f, g)} \cong(Y \amalg X \times I \amalg Z) / \sim
$$

where the equivalence relation $\sim$ is defined as follows. For every $x \in X,(x \times 0)$ is identified to $f(x) \in Y$ and $(x \times 1)$ is identified to $g(x) \in Z$.

Let $X, Y$ and $Z$ be 1-reduced simplicial sets with effective homology such that three equivalences are given:

where $H X_{*}, H Y_{*}$ and $H Z_{*}$ are effective chain complexes; and let $f: X \rightarrow Y, g$ : $X \rightarrow Z$ simplicial morphism. Our goal in this section is the computation of the effective
homology of the simplicial set $P_{(f, g)}$. This effective homology will be obtained from two short exact sequence and the Theorem 3.14.

Let us consider the short exact sequence

$$
0 \longleftarrow M \underset{j}{\rightleftarrows} C(X \times I) \rightleftarrows \mathscr{C}_{i}^{\sigma}(X \times\{0\}) \oplus C(X \times\{1\}) \longleftarrow 0
$$

where $I$ is the unit interval $[0,1]$ and $M$ is the chain complex coming from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled; and the morphism $i, j, \sigma$ and $\rho$ are defined as follows:

$$
\begin{aligned}
& i: C(X \times\{0\}) \oplus C(X \times\{1\}) \rightarrow \quad C(X \times I) \\
& x \times\{0\} \quad \mapsto \quad x \times\{0\} \\
& x \times\{1\} \quad \mapsto \quad x \times\{1\} \\
& j: \quad C(X \times I) \quad \rightarrow \quad M \\
& x \times\{a\} \quad \mapsto \quad x \times\{a\} \quad \text { if } a \neq 0,1 \\
& x \times\{0\} \quad \mapsto \quad \text { nil } \\
& x \times\{1\} \quad \mapsto \quad \text { nil } \\
& \begin{array}{cccc}
\sigma: & M & & C(X \times I) \\
x \times\{a\} & \mapsto & x \times\{a\}
\end{array} \\
& \rho: \quad C(X \times I) \quad \rightarrow C(X \times\{0\}) \oplus C(X \times\{1\}) \\
& x \times\{a\} \quad \mapsto \quad \text { nil } \quad \text { if } a \neq 0,1 \\
& x \times\{0\} \quad \mapsto \quad x \times\{0\} \\
& x \times\{1\} \quad \mapsto \quad x \times\{1\}
\end{aligned}
$$

Besides, three algorithms are available.

## Algorithm 1.

Input: two simplicial sets $X$ and $Y$ with effective homology.
Output: an equivalence $C_{*}(X \times Y) \not D C_{*}(X \times Y) \Rightarrow H C_{*}(X \times Y)$

## Algorithm 2.

Input: two simplicial sets $X$ and $Y$ with effective homology.
Output: an equivalence $C_{*}(X \oplus Y) \Leftarrow D C_{*}(X \oplus Y) \Rightarrow H C_{*}(X \oplus Y)$

## Algorithm 3.

Input: a morphism $i$ between two chain complexes $C_{*} X$ and $C_{*} Y$ with effective homology.


Output: an equivalence Cone $(i) \nLeftarrow \operatorname{Cone}(\hat{i}) \Rightarrow \operatorname{Cone}(H i)$, where $\hat{i}:=(l g x) i(l f y)$ and $H i:=(r f x) \hat{i}(r g y)$.

From the $S E S_{1}$ Theorem (Theorem 3.14) we can consider the sequence:

$$
M \Leftarrow \operatorname{Cone}(i) \Leftarrow \operatorname{Cone}(\hat{i}) \Rightarrow \operatorname{Cone}(H i)
$$

defined as follows.
From algorithms 1 and 2 two equivalences can be dealt, $C_{*}(X \times I) \Leftarrow D C(X \times$ $I)_{*} \Rightarrow H C(X \times I)_{*}$ and $C_{*}(X \times\{0\} \oplus X \times\{1\}) \Leftarrow D C(X \times\{0\} \oplus X \times\{1\})_{*} \Rightarrow H C(X \times$ $\{0\} \oplus X \times\{1\})_{*}$, and the morphism $i: C_{*}(X \times I) \leftarrow C_{*}(X \times\{0\} \oplus X \times\{1\})$. In order to simplify the notation, $C_{*}(X \times I)$ and $C_{*}(X \times\{0\} \oplus X \times\{1\})$ are called $C I$ and $C O$ respectively.


The morphism $i$ naturally induces "parallel" morphism $\hat{i}:=(l g i) i(l f o): D C I_{*} \leftarrow D C O_{*}$ and then $H i:=(r f i)(l g i) i(l f o)(r g o): E C I_{*} \leftarrow E C O_{*}$.

Applying the Cone Equivalence Theorem (Theorem 3.12), the next equivalence is defined (that is algorithm 3):

where

$$
\begin{gathered}
d_{\text {Cone }(i)_{*}}=\left[\begin{array}{cc}
d_{C I_{*}} & i \\
0 & d_{C O_{*}}
\end{array}\right], d_{\text {Cone }(\hat{i})_{*}}=\left[\begin{array}{cc}
d_{D C I_{*}} & \widehat{i} \\
0 & d_{D C O_{*}}
\end{array}\right], d_{\text {Cone }(H i)_{*}}=\left[\begin{array}{cc}
d_{H C I_{*}} & H i \\
0 & d_{H C O_{*}}
\end{array}\right] \\
l f_{i}=\left[\begin{array}{cc}
l f i & 0 \\
0 & l f o
\end{array}\right], l g_{i}=\left[\begin{array}{cc}
l g i & 0 \\
0 & l g o
\end{array}\right], l h_{i}=\left[\begin{array}{cc}
l h i & 0 \\
0 & -l h o
\end{array}\right], \\
r f_{i}=\left[\begin{array}{cc}
r f i & (r f i) \hat{i}(r h o) \\
0 & r f o
\end{array}\right], r g_{i}=\left[\begin{array}{cc}
r g i & -(r h i) \hat{i}(r g o) \\
0 & r g o
\end{array}\right], r h_{i}=\left[\begin{array}{cc}
r h i & (r h i) \hat{i}(r h o) \\
0 & -r h o
\end{array}\right] .
\end{gathered}
$$

Now, applying the $S E S_{1}$ Theorem (Theorem 3.14) we have the sequence $M<\operatorname{Cone}(i)<\operatorname{Cone}(\hat{i})$

where the values for $l f_{i}, l g_{i}, l h_{i}, r f_{i}, r g_{i}, r h_{i}$ where described previously and $f m=j, g m=$ $\sigma-\rho d_{C I} \sigma$ and $h 1=\rho$.

## Algorithm 4.

Input: the short exact sequence $0 \longleftarrow 0<A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \underset{i}{\stackrel{\rho}{\rightleftarrows}} C_{*} \longleftarrow 0$ where $A, B$ and $C$ are simplicial sets with effective homology and $i, j, \sigma$ and $\rho$ are morphism.
Output: the equivalence $A<$ Cone $(i)$.
Applying Proposition 3.3 to the reductions $M \approx$ Cone $(i)$ and Cone $(i) \not$ the reduction $M \not C \operatorname{Cone}(\hat{i})$ is obtained. Then, the following homotopy equivalence is defined.

$$
M \Longleftarrow C o n e(\widehat{i}) \Longrightarrow \operatorname{Cone}(E i)
$$


where $l f_{i}^{\prime}=f m \circ l f_{i}, l g_{i}^{\prime}=l g_{i} \circ g m$ and $l h_{i}^{\prime}=l h_{i}+l g_{i} \circ h m \circ l f_{i}$.

## Algorithm 5.

Input: a simplicial set $X$.
Output: an equivalence $M \not D M \Rightarrow H M$, where $M$ is the chain complex coming from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled.

Let us consider, the short exact sequence:

$$
0 \longleftarrow M \underset{j 2}{\stackrel{\sigma 2}{\rightleftarrows}} C P \underset{i 2}{\stackrel{\rho 2}{\rightleftarrows}} C Y \oplus C Z \longleftarrow 0
$$

where $C P$ is the chain complex coming from the pushout $P_{(f, g)}$ with $f: X \rightarrow Y$ and $g: X \rightarrow Z$.

In this case the functions $i 2, j 2, \sigma 2$ and $\rho 2$ are defined as follows:

$$
\begin{array}{ccccc}
i 2: & C Y \oplus C Z & \rightarrow & C P & \\
y & \mapsto & y & \text { if } y \in C Y \\
& & & \text { if } z \in C Z \\
& & z & \\
j 2: & C P & \rightarrow & M & \\
& x \times\{a\} & \mapsto & x \times\{a\} & \text { if } x \in X \text { and } a \in I \\
y & \mapsto & \text { nil } & \text { if } y \in Y \\
& & & \text { if } z \in Z
\end{array}
$$

Applying $S E S_{2}$ Theorem (Theorem 3.14) the above effective short exact sequence generates a connection chain complex morphism: $\chi: M_{*} \rightarrow(C Y \oplus C Z)_{*}^{[1]}$. The "exponent" [1] explains the suspension functor is applied to the chain-complex $(C Y \oplus C Z)_{*}$ : the degree of an element is increased by 1 and the differential is replaced by the opposite. The connection morphism is defined as the composition $\chi=\rho d_{C P} \sigma$.

## Algorithm 6.

Input: a chain complex $X$ with effective homology.
Output: an equivalence $X^{[1]} \Leftarrow D X^{[1]} \Rightarrow H X^{[1]}$, where $X^{[1]}$ is the chain complex coming from applying the suspension functor to $X$.

From the two equivalences $M \Leftarrow \operatorname{Cone}(\hat{i}) \Rightarrow \operatorname{Cone}(H i), C_{*}(Y \oplus Z) \Leftarrow D C_{*}(Y \oplus Z) \Rightarrow H C_{*}(Y \oplus$ $Z)$ and the chain complex morphism $\chi$ that induces two "parallel" morphisms $\widehat{\chi}=$ $(l g y z) \chi\left(l f_{i}^{\prime}\right)$ and $H \chi=(r f y z)(l g y z) \chi\left(l f_{i}^{\prime}\right)\left(r g_{i}\right)$ :


The fact that $C P$ is canonically isomorphic to Cone $(\chi)$ is stated in $S E S_{2}$ Theorem,
then the following equivalence is defined:

where:

$$
\begin{gathered}
d_{\text {Cone }(\chi)_{*}}=\left[\begin{array}{cc}
d_{(C Y \oplus C Z)_{*}} & \chi \\
0 & d_{M_{*}}
\end{array}\right], d_{\text {Cone }(\hat{\chi})_{*}}=\left[\begin{array}{cc}
d_{(C \widehat{Y \oplus C Z})_{*}} & \widehat{\chi} \\
0 & d_{\text {Conêê* }}
\end{array}\right], \\
d_{\text {Cone }(H \chi)_{*}}=\left[\begin{array}{cc}
d_{H(C Y \oplus C Z)_{*}} & H \chi \\
0 & d_{\operatorname{Cone}(H i)_{*}}
\end{array}\right], l f_{\chi}=\left[\begin{array}{cc}
l f y z & 0 \\
0 & l f_{i}^{\prime}
\end{array}\right], l g_{\chi}=\left[\begin{array}{cc}
l g y z & 0 \\
0 & l g_{i}^{\prime}
\end{array}\right], \\
l h_{\chi}=\left[\begin{array}{cc}
l h y z & 0 \\
0 & -l h_{i}^{\prime}
\end{array}\right], r f_{\chi}=\left[\begin{array}{cc}
r f y z & (r f y z) \hat{\chi}\left(r h_{i}\right) \\
0 & r f_{i}
\end{array}\right] \\
r g_{\chi}=\left[\begin{array}{cc}
r g i & -(r h y z) \hat{\chi}\left(r g_{i}\right) \\
0 & r g_{i}
\end{array}\right], r h_{\chi}=\left[\begin{array}{cc}
r h y z & (r h y z) \hat{\chi}\left(r h_{i}\right) \\
0 & -r h_{i}
\end{array}\right]
\end{gathered}
$$

## Algorithm 7.

Input: two morphism $f: X \rightarrow Y$ and $g: X \rightarrow Z$ where $X, Y$ and $Z$ are 1-reduced simplicial sets with effective homology.
Output: an equivalence $C P \Leftarrow D P \Rightarrow H P$, where $C P$ is the chain complex coming from the pushout of $f$ and $g$.

The pushout is a generic construction that can be particularized to different constructions, such as wedge and join.

Definition 5.3. Given $X$ and $Y$ 1-reduced spaces with chosen points $x_{0} \in X$ and $y_{0} \in Y$, then the wedge $X \vee Y$ is the quotient of the disjoint union $X \amalg Y$ obtained by identifying $x_{0}$ and $y_{0}$ to a single point.

Consider the pushout diagram

where $X$ is the one-point simplicial set and $Y, Z$ are 1-reduced simplicial sets and $i_{1}, i_{2}$ are morphism from $X$ to the base point of $Y$ and $Z$ respectively. Then, $P_{\left(i_{1}, i_{2}\right)}$ is the wedge $Y \vee Z$.

## Algorithm 8.

Input: two 1-reduced simplicial sets $X$ and $Y$ with effective homology.
Output: an equivalence $C(X \vee Y) \Leftarrow D C(X \vee Y) \Rightarrow H C(X \vee Y)$, where $C(X \vee Y)$ is the chain complex coming from the wedge of $X$ and $Y$.

Definition 5.4. Given $X$ and $Y$ spaces, one can define the space of all lines segments joining points in $X$ to points in $Y$. This is the join $X * Y$, the quotient space of $X \times$ $Y \times I / \sim$, under the identifications $\left(x, y_{1}, 0\right) \sim\left(x, y_{2}, 0\right)$ and $\left(x_{1}, y, 1\right) \sim\left(x_{2}, y, 1\right)$. Thus we are collapsing the subspace $X \times Y \times\{0\}$ to $X$ and $X \times Y \times\{1\}$ to $Y$.

Consider the pushout diagram

where $p_{X}$ and $p_{Y}$ are the projections. Then, $P_{\left(p_{X}, p_{Y}\right)}$ is the join $X * Y$.

## Algorithm 9.

Input: two simplicial sets $X$ and $Y$ with effective homology.
Output: an equivalence $C(X * Y) \not D C(X * Y) \Rightarrow H C(X * Y)$, where $C(X * Y)$ is the chain complex coming from the join of $X$ and $Y$.

## 6 Implementation

The algorithms explained in Section 5 have been implemented as a new module for the Kenzo system. The set of programs we have developed (with about 1600 lines) allows the computations of the pushout of two morphisms $f: X \rightarrow Y$ and $g: X \rightarrow Z$ when the effective homology of $X, Y$ and $Z$ is available.

In Subsubsection 6.1 we explain the essential part of these programs, describing the functions with the same format as in the Kenzo documentation [4]. In Subsubsection 6.2 we will see some examples of calculations.

### 6.1 A new module for the Kenzo system

In the development of the new module for Kenzo that allows one to compute the pushout associated with two morphism, the first step has been to define algorithms 2, 3, 4, 5 and 6 (the algorithm 1 is already implemented in the Kenzo system).
Direct Sum Algorithm (algorithm 2):
Let $X$ and $Y$ two simplicial sets, the programs described here builds $X \oplus Y$, an object with effective homology.

The generators of $X \oplus Y$ are represented internally in the system by a lisp object of the form:
(:direct-sum-gsm (d-sum-ind.d-sum-old))
where,

1. d-sum-ind is a non negative integer with value 0 or 1.0 indicates the origin of the simplex is $X$ and 1 for $Y$.
2. d-sum-old is a a non degenerate simplex, coming from one of the arguments $X$ or $Y$ as indicated by the value of d-sum-ind.

We have written several functions that allow us to construct the direct sum of two chain complexes. The description of some of these methods is shown here:

## direct-sum-cmpr cmpr1 cmpr2 [Function]

From the comparison functions cmpr1 and cmpr2, build a comparison function to compare two generators of a direct sum.
direct-sum-basis basis1 basis2 [Function]
From the functions basis1 and basis2 of the chain complexes $X$ and $Y$, build a basis function for the direct sum of these chain complexes.

## direct-sum-cmbn-split cmbn [Function]

From a combination of elements of the direct sum of $X$ and $Y$, it returns two combinations the first one with elements of $X$ and the second one with the elements of $Y$.
direct-sum-dffr dffr1 dffr2 [Function]
From the lisp differential functions $d f f r 1$ and $d f f r 2$ of two chain complexes, build the lisp differential function of the direct sum of these chain complexes.

## direct-sum chcm1 chcm2 [Method]

Build the chain complex direct sum of the chain complexes chcm1 and chcm2, using the basic functions above, as shown in the following call to build-chcm:

```
(the chain-complex
    (build-chcm
    :cmpr (direct-sum-cmpr (cmpr chcm1) (cmpr chcm2))
    :basis (direct-sum-basis (basis chcm1) (basis chcm2))
    :bsgn (direct-sum-gsm 0 (bsgn chcm1))
    :intr-dffr (direct-sum-dffr (dffr chcm1) (dffr chcm2))
    :strt :cmbn
    :orgn '(direct-sum ,chcm1 ,chcm2))
```


## direct-sum-mrph sorc trgt mrph1 mrph2 [Function]

Build the direct-sum of the morphisms mrph1 and mrph2. This is a morphism of the same degree as mrph1. Return the morphism built by the following call to build-mrph:

```
(build-mrph
    :sorc sorc
    :trgt trgt
    :degr (degr mrph1)
    :intr (direct-sum-dffr mrph1 mrph2)
    :strt :cmbn
    :orgn '(direct-sum-mrph ,sorc ,trgt ,mrph1 ,mrph2))
```

direct-sum-efhm chcm1 chcm2 [Function]
Build the homotopy equivalence of the direct sum of chcm1 and chcm2.
Cone Algorithm (algorithm 3):
The cones are defined in the Kenzo system, but instead of using definition 3.10 it uses definition 6.1

Definition 6.1. Let $C_{*}$ and $D_{*}$ be two chain-complexes and $\phi: C_{*} \leftarrow D_{*}$ be a chaincomplex morphism. Then the cone of $\phi$ denoted by $\operatorname{Cone}(\phi)$ is the chain complex Cone $(\phi)=A_{*}$ defined as follows. First $A_{n}:=C_{n} \oplus D_{n-1} \ldots$
$S E S_{2}$ Theorem (Theorem 3.14) works with Definition 3.10, then it has been necessary to implement this definition of the cone, of course based on the already implemented in Kenzo, as follows:

To distinguish to which chain complex belongs a generator in a combination of a cone, the following convention has been adopted: if gc is a generator of any degree of $C$, it will be represented in the cone by the list (:con 0 gc ) and printed as <CONE 0 gc . The symbol for $D$ is (:con 1 gd ).

We have written several functions that allow us to construct the cone of a simplicial morphism. The description of some of these methods is shown here:

## cone-cmpr cmprO cmpr1 [Function]

From the 2 comparison functions cmpr0 and cmpr1, build a comparison function adequate to compare the generators as represented in the cone

## cone2-basis basisO basis1 [Function]

From the 2 basis function basis0 and basis1, build a basis function for the cone. If at least one of the chain complex component of the cone is locally effective, the function returns the symbol :locally-effective

## cone-3mrph-triangle-impl2 cmprO mrphO mrph1 phi [Function]

Define the differential in the cone according to the formula:

$$
d(c c, c d)=\left(d_{C}(c c), p h i(c c)-d_{D}(c d)\right)
$$

## cone2 mrph [Method]

Build Cone (mrph), using the above functions.
cone2-efhm mrph [Function]
From the formulas of the Cone Equivalence Theorem we can build the homotopy equivalence for the Cone ( mrph ).

AiBjC Algorithm (algorithm 4)
These algorithms were extracted from the GiftQ program of Francis Sergeraert, a Lisp program analogous to Kenzo but devoted to commutative algebra which is not yet www-available.

The main methods which allows the construction of the reduction $A \Leftarrow$ Cone $(i)$ from the effective short exact sequence $0<0<A_{*} \underset{j}{\stackrel{\sigma}{\rightleftarrows}} B_{*} \underset{i}{\stackrel{\rho}{\rightleftarrows}} C_{*} \leftarrow 0$ are :

## AiBjC-RDCT-F $\boldsymbol{A} \boldsymbol{i}$ rho $\boldsymbol{B} \boldsymbol{j}$ sigma $\boldsymbol{C}$ [Function]

Build the $f$ morphism of the reduction.
AiBjC-RDCT-G A i rho B sigma C [Function]
Build the $g$ morphism of the reduction.
AiBjC-RDCT-H $\boldsymbol{A} \boldsymbol{i}$ rho $\boldsymbol{B} \boldsymbol{j}$ sigma $\boldsymbol{C}$ [Function]
Build the $h$ morphism of the reduction.

## AiBjC-RDCT $\boldsymbol{A} \boldsymbol{i}$ rho $\boldsymbol{B} \boldsymbol{j}$ sigma $\boldsymbol{C}$ [Function]

Build the reduction using the basic functions above, as shown in the following call to build-rdct:

```
(build-rdct
    :f (AiBjC-rdct-f A i rho B j sigma C)
    :g (AiBjC-rdct-g A i rho B j sigma C)
    :h (AiBjC-rdct-h A i rho B j sigma C)
    :orgn '(AiBjC-rdct ,A ,i ,rho ,B ,j ,sigma ,C))
```

Remove Covers Algorithm (algorithm 5)
Let $X$ a simplicial set, the programs described here builds the chain complex $M$ coming from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled.

The generators of the chain complex coming from $X \times I$ are represented internally in the system by a lisp object of the form (:crpr (dgop1.gmsm1). (dgop2.gmsm2)) where,

1. dgop1 is an integer representing a coded degeneracy operator.
2. gmsm1 is a non-degenerate simplex of $X$, to which is applied the degeneracy operator dgop1.
3. dgop2 is an integer representing a coded degeneracy operator.
4. gmsm2 is a non-degenerate simplex of $I$, to which is applied the degeneracy operator dgop2. I can be represented in Kenzo as the standard simplex of dimension 1, this Simplicial Set has two vertices represented as 1 and 2 and an edge 3.

The generators of the chain complex coming from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled are represented internally in the system by a lisp object of the form (:crpr (dgop1.gmsm1).(dgop2.gmsm2)) where,

1. dgop1 is an integer representing a coded degeneracy operator.
2. gmsm1 is a non-degenerate simplex of $X$, to which is applied the degeneracy operator dgop1.
3. dgop2 is an integer representing a coded degeneracy operator.
4. gmsm2 is the non-degenerate simplex 3 of $I$, because the simplices of $X \times\{0\}$ and $X \times\{1\}$ are cancelled.

We have written several functions that allow us to construct the chain complex $M$ coming from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled. The description of some of these methods is shown here:

## remove-covers-basis basis1 [Function]

From the function basis1 of the simplicial set $X$, build a basis function for the chain complex from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled.

## remove-covers-dffr dffr1 [Function]

From the lisp differential functions $d f f r 1$ of a simplicial set, build the lisp differential function of the the chain complex from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled.

## remove-covers smst1 [Function]

Build the chain complex from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled, using the basic functions above and the comparison function of $X \times I$.

## remove-covers-efhm smst1 [Function]

Build the homotopy equivalence of the chain complex from $X \times I$ but with the simplices of $X \times\{0\}$ and $X \times\{1\}$ cancelled, using the functions from the AiBjCrdet algorithm.

## Suspension Algorithm (algorithm 6)

In Kenzo the suspension process is realized by the function suspension. This function has one argument, a reduced object, but if the object is not reduced, the result is undefined. Then, we have undertaken the task of developing the functor suspension described in Subsection 5.
suspension2-basis basis [Function]
From the functions basis of a chain complex, build a basis function for the suspension of this chain complex.

## suspension2-dffr dffr [Function]

From the lisp differential functions $d f f r$ of a chain complex, build the lisp differential function for the suspension of this chain complex.

## suspension2 chem [Method]

Build the chain complex suspension of the chain complex chcm, using the basic functions above.
suspension2-intr mrph [Function]
From a Kenzo morphism mrph, build an internal function corresponding to the suspension of the initial morphism.
suspension2 mrph [Method]
Build the suspension of the morphism mrph.
suspension2 rdct [Method]
Build the suspension of the reduction rdct.

## suspension2 hereq [Method]

Build the suspension of the homotopy equivalence hmeq.
Finally, the core of this new module consists in several functions that construct the pushout of two simplicial morphisms, implementing the algorithm 7.

The non-degenerate simplex of $(f, g)$ are represented internally in the system by a lisp object of the form (:pushout-gsm (p-ind.p-old)) where,

1. $\mathbf{p}$-ind is a non negative integer with value 0,1 or 2 . p-ind indicates the origin of the simplex, 0 for $X \times I, 1$ for $Y$ and 2 for $Z$.
2. $\mathbf{p}$-old is a a non degenerate simplex of dimension, coming from one of the arguments $X \times I$ or $Y$ or $Z$ as indicated by the value of p -ind.

The main functions to build the pushout are:
pushout-cmpr cmpr1 cmpr2 cmpr3 [Function]
From the comparison functions cmpr1, cmpr2 and cmpr2, build a comparison function to compare two generators of a pushout.
pushout-basis basis1 basis2 basis3 [Function]
From the functions basis1, basis2 and basis3 of the simplicial sets $X \times I Y$ and $Z$, build a basis function for the pushout of these simplicial sets.
pushout-face face1 face2 face3 fg [Function]
From the face operators face1, face2 and face3 and the morphism $f$ and $g$, builds the face operator for the pushout.

## pushout $\boldsymbol{f} \boldsymbol{g}$ [Method]

Build the simplicial set pushout of the simplicial morphisms $f$ and $g$, using the basic functions above, as shown in the following call to build-smst:

```
(let* ((X (sorc f))
            (XxI (crts-prdc X (delta 1)))
            (Y (trgt f))
            (Z (trgt g)))
    (the simplicial-set
        (let ((rslt (build-smst
                            :cmpr (pushout-cmpr (cmpr XxI) (cmpr Y) (cmpr Z))
                            :basis (pushout-basis (basis XxI) (basis Y) (basis Z))
                            :bspn (pushout-gsm 1 (bspn Y))
                            :face (pushout-face (face XxI) (face Y) (face Z) f g)
                            :orgn '(pushout ,f ,g))))
            (declare (type simplicial-set rslt))
            rslt)))
```


## pushout-efhm $f \boldsymbol{g}$ [Function]

Applying the process explained in Subsection 5, this function returns the homotopy equivalence for the pushout.

For the implementation of algorithms 8 and 9 two functions have been developed:
wedge smst1 smst2 [Function]
From the simplicial sets smst1 and smst2 build the wedge of them.
join smst1 smst2 [Function]
From the simplicial sets smst1 and smst2 build the join of them.
To provide a better understanding of these new tools, some elementary examples of their use are shown in the next subsubsection.

### 6.2 Examples

In this subsection we present some examples of application of the programs we have developed for building the pushout of two morphisms. First, we consider the particular case of the wedge of Eilenberg Mac Lane spaces $(K(\mathbb{Z}, 2) \vee K(\mathbb{Z}, 2))$. As a second example, we will show the computation of the join of spheres. Finally, a sophisticated example giving a geometrical construction of $P^{2}(\mathbb{C})$ is presented.
Wedge of $K(\mathbb{Z}, 2)$ and $K(\mathbb{Z}, 2)$

```
> (cat-init) 盾
---done---
> (setf bkz (k-z 2)) M
[K13 Abelian-Simplicial-Group]
> (setf bkzwbkz (wedge bkz bkz)) &
[K41 Simplicial-Set]
> (homology bkzwbkz 0 9) N
Homology in dimension 0 :
Component Z
Homology in dimension 1 :
Homology in dimension 2 :
Component Z
Component Z
Homology in dimension 3 :
Homology in dimension 4 :
Component Z
Component Z
Homology in dimension 5 :
Homology in dimension 6 :
Component Z
Component Z
Homology in dimension 7 :
Homology in dimension 8 :
Component Z
Component Z
```

Join of $S^{3}$ and $S^{4}$
The join of the spheres $S^{n}$ and $S^{m}$ spheres is the sphere $S^{n+m+1}$.

```
> (cat-init) N
---done---
> (setf s3 (sphere 3)) W
[K1 Simplicial-Set]
> (setf s4 (sphere 4)) W
[K6 Simplicial-Set]
> (setf s3js4 (join s3 s4)) \
[K28 Simplicial-Set]
> (homology s3js4 0 9) W
Homology in dimension 0 :
Component Z
Homology in dimension 1 :
Homology in dimension 2 :
Homology in dimension 3 :
Homology in dimension 4 :
Homology in dimension 5 :
Homology in dimension 6 :
Homology in dimension 7 :
Homology in dimension 8 :
Component Z
```

That is the expected result from the definition of the sphere. $P^{2}(\mathbb{C})$

This example gives a geometrical construction of $P^{2}(\mathbb{C})$. Take $S^{2}$ and construct the first stage of the Whitehead tower by doing:

```
> (cat-init) \
---done---
> (setf s2 (sphere 2)) \
[K1 Simplicial-Set]
> (setf ch2 (chml-clss s2 2)) N
[K12 Cohomology-Class on K1 of degree 2]
> (setf f2 (z-whitehead s2 ch2)) w
[K25 Fibration K1 -> K13]
> (setf x3 (fibration-total f2)) \
[K31 Simplicial-Set]
```

Then x3 has the homotopy type of the 3 -sphere $S^{3}$. More precisely x $3=s 2 \times_{f 2} K(Z, 1)$ with $f 2$ an appropriate twisting function producing $S^{3}$ as a total space. It is easy to deduce a projection $f: X 3 \rightarrow S 2$. Taking the pushout of this $f$ and the only map $g: X 3 \rightarrow *$, then the pushout is $P^{2}(\mathbb{C})$. It can be checked that our programs obtain the right homology groups that are ( $\mathbb{Z}, 0, \mathbb{Z}, 0, \mathbb{Z}, 0,0, \ldots)$ :

```
> (setf f (build-smmr :sorc x3 :trgt s2 :degr 0
        :sintr #'(lambda (dmns gmsm)
                            (declare (ignore dmns))
                            (absm (dgop1 gmsm) (gmsm1 gmsm)))
    :orgn '(proj ,x3 ,s2))) 齐
[K36 Simplicial-Morphism K31 -> K1]
> (setf unipunctual (build-finite-ss '(x))) W
[K37 Simplicial-Set]
(setf g (build-smmr :sorc x3 :trgt unipunctual :degr 0
    :sintr #'(lambda (dmns gmsm)
                            (if (and (equal dmns 0)
                                (equal gmsm (bsgn x3)))
                        'x
        nil))
    :orgn ((proj ,x3 ,unipunctual))) W
[K42 Simplicial-Morphism K31 -> K37]
> (setf p (pushout f g)) \
[K53 Simplicial-Set]
> (homology p 0 10) w
Homology in dimension 0 :
Component Z
Homology in dimension 1 :
Homology in dimension 2 :
Component Z
Homology in dimension 3 :
Homology in dimension 4 :
Component Z
Homology in dimension 5 :
Homology in dimension 6 :
Homology in dimension 7 :
Homology in dimension 8 :
Homology in dimension 9 :
```
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[^0]:    ${ }^{1}$ The qualifier "componentwise" would be more appropriate, but a little heavy.

