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Abstract. In this note we report on a project to get a verified program to compute the Smith normal form of a matrix in Isabelle/HOL. The presented approach tries to tackle the problems that arise in an environment without dependent types as well as we try to reuse previous developments, keeping also the focus of the formalization on its full generality.

Introduction

A matrix over a Bézout domain is in Smith normal form, from here on SNF, if its diagonal elements $\alpha_i$ satisfy $\alpha_i|\alpha_{i+1}$ and the rest of elements of the matrix are zeros. Over such a structure, there exists an algorithm to transform a matrix $A$ into its corresponding SNF $S$ by means of invertible matrices, i.e., there exist invertible matrices $P$ and $Q$ such that $S = PAQ$. This well-known canonical form possesses many applications, such as the computation of determinants and solving a system of diophantine equations. It is also useful for computing the homology of a chain complex and of a simplicial complex. More generally, it is useful to compute persistent homology, which can be applied to process big volume of data. Thus, it is interesting to apply formal methods and get a verified algorithm to compute this form, trying to minimize bugs and errors that can cause important losses. In this work, we present a work in progress to formalize the SNF in Isabelle/HOL.

Preliminaries

Isabelle is a generic theorem prover which has been instantiated to support different object-logics. The most widespread of them is HOL. Isabelle’s version of HOL (usually called Isabelle/HOL) corresponds to Church’s simple type theory extended with polymorphism, Haskell-style type classes and type definitions. The HOL Analysis library (from here on, HA) is a huge Isabelle library which contains many theoretical results in mathematical fields such as Analysis, Topology and Linear Algebra. Its vector representation is based on the ideas by Harrison [6], where a vector $v \in \mathbb{R}^n$ is represented as a function of type $\alpha \Rightarrow \mathbb{R}$ where $\alpha$ is a type with $n$ elements, that is, a finite type of cardinality $n$. Similarly a matrix $A \in \mathbb{R}^{n \times m}$ is represented by a function of type $\alpha \Rightarrow \beta \Rightarrow \mathbb{R}$ where $\beta$ is a finite type with $m$ elements. However, a subject that had not been explored either in the HA library (or any HOL prover) was to provide an executable implementation of such a representation. To this end, in our previous work [1] we developed a framework where algorithms over matrices can be formalized, executed, refined, and coupled with their mathematical meaning. The basic idea of the framework comes from the data refinement strategy: soundness of algorithms
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should be proven in an abstract type, where proofs are feasible but does not achieve a
good performance, or even prevent code execution. Execution is carried out in other more
efficient concrete structure, which is connected to the abstract representation by means of
morphisms. In our case, we provide a refinement to immutable arrays, which correspond
to Vector in SML and to IArray.array in Haskell. This representation defines polymorphic
vectors, immutable sequences with constant-time access, and thus, an efficient representation
for vectors and matrices. Code from the formalizations using this framework can be exported
to functional languages, such as SML and Haskell, by means of the Isabelle code generation
tool. This framework was successfully applied to the formalization of various linear algebra
algorithms, such as the Gauss-Jordan algorithm [1] and the echelon form [2]. However,
there is no formalization of the SNF or any result involving homology, neither using this
framework nor any other representation in Isabelle. It does exist a formalization in Coq [3].

Towards a verified computation of the Smith Normal Form

Most of the algorithms to compute the SNF of a matrix are based on submatrices [9].
Unfortunately, submatrices are a delicate issue in the HA library. Let \( A \) be an \( n \times n \) integer
matrix. Such a matrix \( A \) would be modeled in the HA library by means of a function of
type \( \alpha \Rightarrow \alpha \Rightarrow \mathbb{Z} \), where \( \alpha \) is a finite type of cardinality equal to \( n \). Let us say that we want
to obtain the \((n - 1) \times (n - 1)\) submatrix from the first element of \( A \), that is, getting rid of
the last row and last column. Since Isabelle does not feature dependent types, we cannot
use the size of the matrix in the definition. Indeed, we cannot generate a type of the desired
cardinality, that is, it is not possible to define a function of type \( \beta \Rightarrow \beta \Rightarrow \mathbb{Z} \) imposing
cardinality of \( \beta \) to be \( n - 1 \). To sum up, the output type of the function submatrix clearly
depends on the input term (the original matrix), which is not expressible in Isabelle/HOL
as it does not allow dependent types. A possible workaround is to complete with zeros the
deleted elements, and model the output also as a matrix of the same dimension, that is, a
function of type \( \alpha \Rightarrow \alpha \Rightarrow \mathbb{Z} \). A similar approach of filling with zeros was already introduced
by Obua on its formalization of bounds for real linear programs [8]. However, this approach
has some drawbacks: we are not really representing a submatrix and internally performance
will decrease, one just has to think what happens when taking a small submatrix of a very
big matrix. This makes the formalization of the SNF to be harder than usual, and even if
one achieves it, performance would be poor due to the overhead produced by the workaround
of filling with zeros. As an alternative, we propose the following strategy.

1. Change completely of framework and representation, and implement an algorithm
to compute the SNF of a matrix in the new library developed by Thiemann and
Yamada [10]. Soundness of the algorithm would be proved in it.
2. Define in the HA library the basic concepts of homology and the definition of SNF.
3. Connect both libraries and generate statements in both worlds, by means of the
lifting and transfer package as well as the use of local type definitions [7].

Thiemann and Yamada already faced the problem of working with submatrices when
formalizing Jordan normal forms of matrices, a kind of forms whose construction is done by
means of block matrices. As a solution, they propose a new matrix representation, from here
on \( JNF \), which is indeed an abstraction of the HA representation, but flexible for dimensions.
A vector \((v_0, \ldots, v_{n-1})\) is represented by a pair \((n, v)\), where \( n \) is the dimension and \( v \) the
characteristic function (from natural numbers to the type of the elements of the vector), i.e., \( v_i = v_i \). They provide a similar representation for matrices, based on a triple \((n, m, f)\) with the number of rows, number of columns and the characteristic function for a matrix. They prove again many properties of linear algebra and matrices based on such a representation, and they indeed connect it to immutable arrays using our libraries to be able to export efficient code. This new library is far from having all theorems presented in the HA library, but it is growing nowadays and was used successfully to provide executable algorithms for computing Jordan blocks of matrices. Our approach would consist of using this new library to formalize the SNF: there won’t be problems with submatrices since they are easily supported by the library, and indeed, they are already defined in the JNF development. However, many results are present in the HA library, and indeed our framework is based on it, so formalizing the SNF with JNF framework would make it isolated. Moreover, we aim to formalize many results of homology based on the HA library, but then we could not connect it with the computable side of a formalized SNF, since it would have been done in other library. We propose the following solution: use the lifting and transfer package to connect both developments. It is relatively easy to do a proof in the HA world based on a result in JNF: from a HA-statement involving vectors or matrices, by means of transfer rules we can obtain the corresponding statement in JNF, prove it in such a world and then return the result to HA, since we already know the type dimension of the vector and matrices involved. However, the other way is not that easy and at some point it would be necessary for our development. As we have said, Isabelle does not allow dependent types. Then, after some technical work it would also be possible to transfer a statement from a JNF statement to a HA-statement, but possibly with an extra assumption in the lemmas relating a type with the dimension: \( n = \text{CARD}(\alpha) \). One example of this can be seen in the following lemma, obtained from a development of the Berlekamp–Zassenhaus factorization algorithm for integer polynomials [5]. It just states that the output of Berlekamp’s algorithm to factorize polynomials modulo a prime \( p \) is correct. Let us remark that \( p \) is demanded to be a prime number equal to the cardinality of a finite type.

\begin{verbatim}
assumes finite_field_factorization' (ff_ops p) g = (c, gs)
    and p = CARD(\alpha :: prime_card) and (* More premises *)
shows unique_factorization, f (c, mset fs)
\end{verbatim}

The challenge is to get rid of this premise, being substituted by \texttt{prime} \( p \) in that case. This was impossible before, but now we can do it by means of Isabelle’s recent addition of local type definitions, a soundness extension to Isabelle/HOL’s logic. Fortunately, this approach and the necessary connection between both libraries were already formalized in the mechanized proof of the Perron–Frobenius theorem [4], were some results were proven in HA, transferred to JNF representation, proved some properties there and finally \textit{untransferred} the final result to HA. Our idea would be similar. We aim to take advantage of the best of each side: theorems and proofs involving homology would be proven in the HA-world to reuse existing results and our framework, the SNF would be defined and proved in the JNA world, where it is possible to work easily with submatrices, and finally all the results and soundness would be put together by means of the lifting and transfer package, the existing connection in the Perron–Frobenius development [4] and the use of local type definitions. This way, the homology results would be stated in the HA library whereas the SNF algorithm would be
implemented (and executed) in the JNF library, but its soundness in both worlds. Then the mathematical connection between homology and the output of the SNF would be preserved. In addition, thanks to this approach we can follow a similar strategy to our previous work of the echelon form of a matrix [2] to prove the existence of the SNF in general over any Bézout domain, and then later derive an executable algorithm parametrized by executable operations to compute Bézout coefficients. Then, our formalization would not be limited to integer matrices, but it would also allow other structures such as polynomial matrices. The idea of using functions as parameters in the algorithm is very interesting, since it could also allow us to formalize at once different versions (we impose some conditions for such parameters, but that specification can be satisfied by different implementations). For instance, we could parameterize the algorithm by a pivot function, to tackle the different ways of selecting pivots in each step. Moreover, also thanks to our framework and the connection to HA theorems, it seems to be feasible to prove the uniqueness of this normal form with the presented strategy.

Conclusions

We have presented an approach to verify the SNF in Isabelle/HOL, and then, a way to get verified algorithms to compute homology groups. Although the approach is far from being trivial and involves different techniques, it seems a feasible way to avoid the limitations of the existing libraries in an environment without dependent types. Indeed, a similar approach was successfully used in other contexts, such as the formalization of the Perron–Frobenius theorem and the Berlekamp–Zassenhaus algorithm.
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